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The goal of the Journal of International Policy Solutions (JIPS) is to facilitate prescient discus-
sion about challenging policy questions. In this edition, authors address issues ranging from 

the side effects of sustainable tourism certificates to the impact of shrinking negative lists for trade 
in China. 
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on to address these questions is fascinating to compare. 

Amidst today’s troubling trend towards blind and excessive nationalism in all corners of the 
world, facts are easily and frequently forgotten. A comfort for policy analysists-in-training in the 
face of this tendency is that the depth and breadth of our capacity is ever expanding. With the 
help of more rigorous policy analysis, as highlighted in this journal, real evidence can be uncov-
ered to better fight against the war on facts. 

For this reason I am extremely proud of this edition. I would like to extend my deepest thanks to 
the willing authors, team of contributing editors, supportive GPS staff, our faculty advisor Profes-
sor Liz Lyons, and especially to this edition’s managing director Savitri Arvey. Without all these 
contributions, the journal would simply not have been possible. 
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INTRODUCTION

According to the 2000 Mexican national census, 
more than 1.5 million households, many of which 

were located in rural low-income municipalities, had 
dirt floors. These were associated with high levels of 
marginalization and gastrointestinal diseases. The 
recently elected federal administration targeted these 
households through a program called Piso Firme 
(Firm/Cement floor) with the goal of improving living 
standards and health conditions in the 50 indigenous 
municipalities with the lowest Human Development 
Index (HDI) through the installation of cement floor. 
To achieve this, the program beneficiaries received 

materials to apply 5-inch thick concrete in an area 
of up to 540 feet squared or a full room, along with 
self-installation instructions. The government adver-
tised that through the program beneficiaries would 
install a firm floor in their households after only one 
day of labor.  The wide approval of this program led to 
its expansion to the 125 poorest municipalities during 
the following presidential term (2006-2012). It remains 
one of the country’s main social programs to improve 
infrastructure and health outcomes today.     	
Since 2000, there has been a vast amount of literature 
analyzing factors that affect children’s health. This is 
partially due to the United Nations member states 
unanimous adoption of the Millennium Declaration, 

According to the Mexican national census, in 2000, more than 1.5 million households, many 
of which were located in rural low-income municipalities, had dirt floors, which were associ-

ated with high levels of marginalization and gastrointestinal diseases. The recently elected federal 
administration targeted these households with a program called Piso Firme (Firm/Cement floor) 
with the goal of improving living standards and health conditions in the 50 indigenous municipal-
ities with the lowest Human Development Index (HDI) through the installation of cement floors. 
Using an innovative program design that shifted responsibility to the beneficiaries, households 
received materials and instructions to build a modest concrete floor in a room of their home with 
the promise that the project could be completed in less than a day of work.  Wide approval of this 
program led to its expansion to the 125 poorest municipalities during the following presidential 
term (2006-2012), and today it remains one of the country’s main social programs. 

This paper uses a fuzzy regression discontinuity (RD) design to evaluate the results of both 
pilots in infrastructure improvements and its impact on child mortality. The first pilot showed 

insignificant results on the household. However, the second pilot increased houses with cement 
floor in the treated municipalities by 9%, which led to a 5.6% reduction in the mortality rate of 
children between 0 and 9 years old due to diarrhea and other intestinal-parasite infections. Hence, 
this evidence supports that under quasi-experimental conditions, which are unlikely settings for 
infrastructure program analysis, an improvement in infrastructure can have a positive impact on 
human living standards.

INFASTRACTURE IMPROVEMETNS IN  
MEXICAN HOUSEHOLDS: 
THE “PISO FIRME” PROGRAM
Joanna Valle Luna 
University of California San Diego, School of Global Policy and Strategy 

Joanna Valle Luna is a Field Coordinator for the World Bank currentluy working on an impact evaluation project in Ethiopia. She would 
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which outlined the main development challenges to 
be achieved by 2015 including improvements in child 
malnutrition, health conditions, and mortality. There-
fore, it was not a surprise that many countries subse-
quently designed and launched programs that aimed to 
fulfill or at least make progress on these goals.

The literature on child mortality, health, and potential 
interventions has focused on three main arguments. 
The first camp, which includes academics such as 
Marianne Fay (2005), argues that income levels clearly 
affect health outcomes.1 For example, Easterly (1999) 
found a positive correlation between income and child 
mortality, as well as the child’s nutritional status.2 
Other authors have focused on the behavioral aspects 
of health, through initiatives that emphasize “hand-
washing and boiling water” interventions. For exam-
ple, Jennifer Davis et. al. (2011)3 studied the effects of 
informational interventions in safe water storage and 
hand hygiene in Tanzania, finding better results when 
the messages were targeted and backed up by informa-
tion that the beneficiaries can relate to. 

The third factor that the literature explores, infrastruc-
ture, is the most relevant for the purposes of this paper. 
Jalan and Ravallion (2001)4 claim that it is necessary to 
include an infrastructure component in every health 
intervention in order to make it effective and long-last-
ing. Even though their work focused on piped water 
infrastructure in India, they found that among poor 
households, diarrhea is less prevalent and less severe 
among young children who live in households with 
piped water. Hence, this improvement in infrastructure 
helps poor households to overcome health “shocks” 
due to poor environmental conditions.      

Literature that focuses on improving child health 
through infrastructure interventions has mainly fo-
cused on access to safe water or health care services. 
There is no specific reference to changing the physi-
cal household infrastructure – the house itself – as a 
sanitary improvement. On the other hand, research in 
the medical field has used experimental studies to look 
1 Marianne Fay, Danny Leipziger, Quentin Wodon and Tito Yepes, “Achieving 
Child-Health-Related Millennium Development Goals: The Role of Infrastructure” 
in World Development, Vol. 33, No. 8, 2005, pp. 1267-1284.
2 Easterly, W., & Levine, R. (1997). Africa’s growth tragedy: Policies and ethnic divi-
sions. Quarterly Journal of Economics, 50, 112–1203.
3 Jennifer Davis , The Effects of Informational Interventions on Household Water 
Management
4 Jalan, J., & Ravallion, M. (2001). Does piped water reduce diarrhea for children 
in Rural India? Policy Research Working Paper No. 2664, The World Bank, Wash-
ington, DC.

at the correlation between dirt floors and infectious 
diseases, although these experiments have used a small 
sample size. Zeledón5 examines the negative impact 
of dirt floors in 50 rural households in Costa Rica, 
which made the population more vulnerable to Cha-
gas disease. In this case, since mud houses the perfect 
environment for the proliferation of the insect that 
carries this infection, the intervention included the 
installation of cement floors. In another study of 184 
households in Panama, Krause et al. found that kids 
playing on dirt floors is associated with a 2% to 3% 
higher incidence of Ascaris infections.6

As seen in the literature review, most of the studies that 
focus on the impacts of household infrastructure on 
health outcomes have been done under a strict exper-
imental approach in order to ensure the collection of 
sufficient data, which can be a challenge for a regional 
program such as Piso Firme. Overall, all these studies 
show at a micro-household level that there is a cor-
relation between water, sanitation and hygiene condi-
tions – which includes household infrastructure – and 
health outcomes. In their work on intestinal related 
diseases, Esrey, Potash, Roberts, and Shiff (1991) 
reviewed 49 studies show that on average 22% of the 
reduction in diarrheal morbidity can be explained by 
infrastructure improvements. 7

In the case of Piso Firme, the program was evaluated in 
its early stage when it was a state level program. Before 
the nationwide launch in 2000, Piso Firme began as an 
infrastructure program in the state of Coahuila, Mexi-
co. In 2005, the state government conducted an impact 
evaluation of the program, and showed that installing 
cement floors has a significant and robust effect on re-
ducing the number of diarrhea incidences in children 
between 0 and 5 years. They found a change between 
18% and 20%8, a marginal effect that is consistent with 
other findings in international studies.9 However, it 

5 Rodrigo Zelodón, The Role of Dirt Floors and of firewood in Rural Costa Rica. 
The American Journal of Tropical Medicine and Hygiene 33(2):232-5 · April 1984
6 Rachel J. Krause et al., Ascaris and hookworm transmission in preschool children 
from rural Panama: role of yard environment, soil eggs/larvae and hygiene and play 
behaviors, Cambridge University, 2015.
7 Brenneman, A. (2002). Infrastructure & poverty link- ages: A literature review. 
Background Report, The World Bank, Washington, DC.
8 Dr. Paul Gertler, Evaluación de Resultados de Impacto del Programa Piso Firme 
Estado de Coahuila
9 The coefficient between -0.18 and -0.27, differential effect with respect to the 
median of the population used in the study, could be compared with 22% reduc-
tion on average in diarrheal morbidity explained by infrastructure improvements 
(Esrey, et all, 1991) or be comparable with the results from Jalan and Ravallion 
showing that disease prevalence (diarrhea) amongst those with piped water would 
be 21% higher without it.
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is important to be aware of the specificities of those 
studies and how hey differ from this paper. The Mexi-
can evaluation of this state-level phase of the program 
was mostly carried out in Torreón, Chihuahua’s capital 
city, through a matching approach with households of 
the neighboring state, Durango, as a counterfactual. 
For the rest of the findings, as mentioned previously, 
the results come from a rigorous experimental envi-
ronment. 

Using the standard errors from the Mexican govern-
ment’s model (Coahuila’s impact evaluation; s=2.8%), 
and multiplying that number by two, we can estimate a 
minimum detectable effect (MDE10, measured  of 5.6% 
change in the type of floor (from dirt floor to cement) 
for the treated households in the program. However, 
for the health impacts, identifying the MDE becomes 
more complicated because those randomized control 
trials have the chance to measure the number of di-
arrhea incidents, as part of the monitoring household 
follow-up for the impact evaluation, unlike the nation-
al level program, which wasn’t designed as a random-
ized control trial. Given that for this study there is no 
representative data at a national level for child diarrhea 
incidences, for computing the MDE on this side, we 
use child mortality rate from the state study as a proxy. 
The standard errors from the program evaluation in 
Coahuila (s=9.61%) for the variable of reduction of 
diarrhea cases in children is used. A way to extrapolate 
this number into child mortality due to diarrhea is us-
ing data from the World Health Organization (WHO) 
and the World Bank (WB). According to the World 
Health Organization, every year diarrhea kills some 
525,000 children, and the child population for 2016 
according is 1.9 billion; the child mortality rate due 
to diarrhea is roughly 0.02%. Therefore, the expected 
MDE in terms of a mortality rate s 0.003%, or 0.02% 
of the MDE ( δ=19.23%) of the dependent variable in 
Coahuila’s evaluation.

The objective of the present paper is to evaluate the 
program using both pilots, the first version that was 
launched in 2000 and the subsequent expanded-ver-
sion in 2006. Based on the literature review, this paper 
poses the research question if due to the change from a 
dirt to a cement floor, municipalities that were treated 
in Mexico experienced a reduction in child mortality 
10 The MDE is ex-post statistical measurement as a function of the size of the in-
tervention. Given that the standard error is correlated with finding significance in 
the coefficients, the MDE is a way to answer the question of what size effect could 
we statistically detect?

related to diarrhea and intestinal infectious illnesses. 
Therefore, the main hypothesis of the paper stems 
from the following causal chain: households with poor 
infrastructure, like dirt floors, are more exposed to an 
unhealthy environment since mud hosts the bacteria 
and parasites that produce intestinal infections. Con-
sequently, the populations living with these conditions 
are more likely to be affected by intestinal diseases, 
making the occurrences more severe and frequent. 

This paper focuses on child health, in specific fatalities 
related with diarrhea and parasite-related diseases, for 
vulnerable populations due to their household envi-
ronment. The main hypothesis is that the change of the 
floor material improves the health of the household 
inhabitants and decreases the fatalities due to these 
types of infections. 

Since the Mexican government selected the target 
population using a cut-off based on the 2000 Munic-
ipality Human Development Index, the program is 
analyzed using a regression discontinuity design.  A 
specific threshold was set to establish which munici-
palities were treated: the 50 lowest scores for the 2000 
pilot and 125 lowest scores in the case of the expanded 
pilot in 2006, which also included the 50 municipal-
ities from the first pilot. This approach facilitates this 
analysis, since it tests not only the implementation 
of the program itself, meaning the installation of the 
cement floors in households, but also allows for this re-
search to use that variable as an instrument for assess-
ing improvements in health conditions in the treated 
municipalities.

DATA

The unit of analysis used for this analysis is at the 
municipality level, which is Mexico’s second-level 
administrative division after the state, and the unit 
that the government used to target treated entities for 
the program. To analyze the proximate outcome of the 
program, two variables were created using data from 
the National Census for Population and Households 
carried out by the National Institute of Statistics and 
Geography in Mexico (Censo de Población y Vivienda, 
INEGI) for the years 2000, 2005 and 2010. The first 
outcome variable is the percentage of households with 
respect to the total number of houses in the municipal-
ity with cement floors; also, this paper computed the 
percentage of households with dirt floors. This allows 
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one to test if the potential increase in the number of 
houses with cement floors is not only driven by the 
construction of new houses or urbanization but also 
improvements in infrastructure. (See Figure 1, Appen-
dix C)

From the same census, this paper also considers the 
percentage of houses without access to piped water 
and sewer systems as another source of covariance. For 
all those variables, the data is given as the total num-
ber of households and a ratio was generated to obtain 
the percentage of houses versus the total number per 
municipality.
	
It is important to mention some challenges due to the 
data, particularly for the first pilot. Since the household 
data used is from 2000, the same year of the imple-
mentation of the program, there is no baseline infor-
mation for the first pilot, and time endogeneity. Unfor-
tunately, data for the previous census (1995) that could 
have been used as a baseline lacks complete household 
information. This shortage of information from the 
1995 Mexican census is partly explained by the gov-
ernment’s struggle to collect data during and after the 
1994 economic crisis, commonly known as the “tequila 
crisis”. On the other hand, for the 2006-2010 pilot, the 
appropriate baseline was identified, since 2005 and 
2010 census data were used for this variable.
	
For the first time in 2000, the United Nations Develop-
ment Program (UNDP) created the Municipal Human 
Development Index for Mexico, which synthetizes the 
performance of the country’s municipalities based on 
three dimensions: health, education and income. This 
new development indicator not only showed the level 
of discrepancies within the country11, but also pro-
vided a tool that the Mexican government decided to 
use to identify the target population for several social 
programs. This role of targeting through the index is 
relevant for the upcoming analysis because it facilitated 
the regression discontinuity approach, but also be-
cause it created some challenges. For example, Figure 2 
(Appendix C) shows discrepancies between the official 
ranking published by the UN and ranking of the 125 
poorest municipalities according to Mexico’s Minis-
try of Social Development (SEDESOL). SEDESOL’s 
11 To give some context, according to the 2000 ranking, the municipality with the 
lowest score was Metlatónoc (Guerrero) with a score of 0.3915 similar to Subsa-
haran African countries (aka Chad or Burkina Faso showed the same level of de-
velopment in 2015 HDI); while on the other extreme, the highest score (0.9164)
corresponds to the Benito Juárez Delegation in Mexico city, which is 2.3 times the 
one in Metlatónoc and similar to the development levels in Denmark or Germany.

ranking systematically shifted the whole distribution 
of municipalities to the left, which allowed the govern-
ment to treat municipalities that were above the official 
threshold and otherwise would not have been candi-
dates for social programs. The effect on Piso Firme’s 
results will be discussed further on.
	
For health outcomes, the analysis uses data from the 
National Health Information System (SINAIS) for the 
years 2005 and 2010 (to be consistent with the census 
data), specifically the National Register of Death Cer-
tificates in Mexico. In this case, since this is the only 
dataset not previously aggregated at the municipality 
level, the analysis first filtered the global database of 
deaths in Mexico by municipality, cause (intestinal 
diseases), and then age (children ages 0-9).   Since the 
analysis aims to look at changes in that outcome for ev-
ery variable used, it will use the first difference. 
	
In terms of the sample selected for the first regression 
discontinuity model based on the 2000 pilot, the analy-
sis uses 100 municipalities (50 treated and 50 control). 
For the second phase of the treatment, the analysis 
uses 250 municipalities (125 treatment and 125 con-
trol). 

METHODOLOGY 

To analyze the Piso Firme program and its impact on 
household infrastructure improvement and the child 
diarrhea mortality rate, this paper uses a regression 
discontinuity (RD) Approach. The identifying as-
sumption is that the treatment assignment is based on 
whether a unit of analysis falls above or below a cut-off 
point set by the rating variable, generating precisely 
a discontinuity in the probability of treatment at that 
point. 
	
The basic regression discontinuity model is presented 
below: 

Yi=α+βTi+f(ri )+εi
Where:
 α = the average value of the outcome for municipali-
ties where T=0 after controlling for the running vari-
able;
 Yi = Outcome variable (Percentage change of house-
holds with cement floor and child mortality);
Ti= 1 if the municipality is assigned to the treatment 
group and 0 otherwise;
ri = Human Development Index (2000), centered at 



 

10 | SPRING 2019 | THE JOURNAL of INTERNATIONAL POLICY SOLUTIONS

zero at the cut-point, with a linear form;
εi= error term;
β = marginal impact of the program, for the treated 
units, at the cut-off point.

In the case of Piso Firme, the rating variable is the Hu-
man Development Index 2000 for both pilot programs. 
For the year 2000, the treatment assignment is consis-
tent with the official cut-off of 0.5345 according to the 
UN Data, as shown in Figures 3a and 3b in Appendix C. 
    	
The program’s rules of operation for the second pilot 
stipulated that it would expand the treatment to the 
poorest 125 municipalities according to the Human 
Development Index, however, there were a few chal-
lenges. The government’s official list assigned the 
treated municipalities lower scores than the official 
HDI score in 2000, systematically shifting the entire 
distribution to the left. (Figure 2) In other words, the 
government included some municipalities that would 
not have qualified according to their UN score. 
    	
Also, when ranking both lists, there is a 100% compli-
ance rate until the municipality that was ranked 100, 
and after number 100 there are gaps or inconsisten-
cies in the assignation of the treatment. This means 
that some municipalities received the treatment that 
shouldn’t have and some municipalities that were eligi-
ble were excluded.   
   	
Given these characteristics, the methodology selected 
for this paper is a fuzzy discontinuous design, which 
provides the best fit for the data and its structure. Even 
though the data, in terms of the treatment assignment 
versus the inception score, does not provide the clean-
est threshold identification, the context still provides a 
valid quasi-experimental assumption for the RD. First, 
Figures 5a and 5b shows that both the targeted and ex-
cluded municipalities are relatively close to the cut-off 
point. Hence, it can be assumed that at the threshold, 
observations assigned to the treatment and control can 
be considered random. Second, the design still meets 
the condition that a unit – in this case a municipality 
– can only be assigned either to control or treatment; 
hence, even though the design is fuzzy due to the 
absence of a “clean cut-off ” point, a single program is 
either included or excluded from the program.
    	
Nonetheless, this design could provide interesting 
results and discussion regarding how political targeting 

may or may not affect the outcomes. We will review 
this in more detail in the results section and during the 
robustness checks, since this running variable is treat-
ed as distance from the cutoff, because it is centered at 
zero with the RD design.
   	
 Hence, the fuzzy RD exploit discontinuities in the 
probability or expected value of treatment condition-
al on a covariant.  In other words, it accounts for the 
possibility of having no-shows, treatment units below 
the cut-off line that didn’t receive the treatment, and 
crossovers, which are the municipalities that should 
have been control units but were treated; the exact 
situation that we encounter in the data.
    	
The goal of this paper is to show the impact of the 
program in floor household (HH) improvement, and 
how that impacts child mortality. Because the actual 
treatment is the changing from dirt to cement floor in 
a HH, and a collateral effect that this paper is exploring 
as an extrapolation of the program is the health out-
come, a two-stage least squares (2SLS) design gives us 
the best methodological approach. Consequently, this 
design allows to first look if whether or not the pro-
gram made a significant impact on the percentage of 
households with cement floor; and after meeting that 
condition, build an argument of the potential impact 
for the health outcomes. 
	
Consequently, the 2SLS design estimation equations 
are as followed: 

[1a] First stage with the percentage change of house-
holds with a cement floor as an outcome variable. 

cement floori=α+βTi+f(ri )+εi

This first stage was tested for both pilots, therefore:
For the 1st pilot, T = 1 for 50 municipalities
For the 2nd pilot, T = 1 for 125 municipalities.

[1b] Also, the reduced form but now child mortality 
due to intestinal diseases as the dependent variable was 
used for the second pilot set of data.

child mortalityi=α+βTi+f(ri )+εi

 [2] The second stage is the instrumented version, 
using  (assignation to the program) as an instrumental 
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variable (IV) for the actual treatment, which is, the 
improvements in cement floor. This stage is only tested 
for the second pilot of the program.

child mortalityi=α+βCement floori+εi

Where, Xi are household infrastructure variables used 
as control covariates and βCement floori  is the in-
strumented version of the percentage of houses with 
a cement floor, with the dummy for treatment as an 
IV. This works under two assumptions, first that the 
assignment of a municipality to the treatment led to 
an improvement in infrastructure with the installa-
tion of the cement floor, which is tested with the first 
stage of this design.  Secondly, the assumption that the 
treatment, at the verge of the cut-off, can still count as 
random assignment and that status in the municipality 
is the causal channel for which changes in the percent-
age of houses with floors made of this material occur.
    	
Finally, some concerns still remain regarding the 
design of the methodology. On one hand, it is still 
unclear why the Mexican government used a ranking 
variable for the second pilot that does not match the 
UN scores; especially because they only published their 
scored list for the 125 lowest municipalities and not for 
the rest of the country.
	
On the other hand, isolating the effects of this specif-
ic program might be complicated, considering that 
during Felipe Calderón’s presidential term (2006-2012) 
HDI was used for other social programs besides Piso 
Firme, such as the Oportunidades/Progresa programs; 
all with the same main goal to target the population 
living in extreme poverty with conditional cash trans-
fer programs, health services and other basic living 
standard improvements.  In this case, the RD design is 
still valid in terms of distinguishing the impact at-
tached to the discontinuity, although by using a very 
specific health variable for children, instead a general 
child mortality rate, the purpose is trying to detach 
the variation that comes from other social programs. 
However, it still might be the case that our results are 
capturing the effects of some other programs, or on the 
contrary, because the incidences – in this case deaths 
related to intestinal problems – are very low, the re-
gression results would turn out to be underpowered.

RESULTS 

This paper aimed to analyze two different pilots of the 
Piso Firme program. The Mexican federal government 
first launched the program during the Vicente Fox 
administration in 2000 as part of the Micro Regions 
Strategy (micro-regiones). The idea of that strategy 
was for different Ministries to design programs that 
generate “opportunities”, and schemes for regions to 
overcome poverty. The main target was the poorest 50 
municipalities according to the HDI in 2000, regions 
where 92% of the total population is indigenous, and 
located mostly in the following 7 States: Chiapas, Du-
rango, Guerrero, Nayarit, Oaxaca, Puebla, and Vera-
cruz. (See Figure 6) The government launched many 
programs that included agricultural productivity plans, 
education, health and nutrition, basic infrastructures 
and household improvement, which included the Piso 
Firme program.
    	
Table 1 in Appendix B shows the results of the first 
stage for the former pilot of the program using chang-
es in the percentage of households with cement floor. 
According to Column 1 results, there are no positive 
effects of the program regarding increasing the per-
centage of households living with cement floor, on the 
contrary, there is a negative coefficient for the treated 
units. A similar correlation coefficient (-0.338) holds in 
magnitude and direction when we reduce the sample 
size from 100 to 50 municipalities (Column 3), since 
they are both symmetrical to both sides of the thresh-
olds. This shows evidence of our previous hypothesis 
of a lack of a baseline for the first pilot, since treated 
municipalities have between 0.27% and 0.33% less 
changes in cement floor in households. However, this 
provides information about the targeting logic for the 
program, which focused on municipalities with large 
percentage of households with poor infrastructure 
and limited sanitized services. In summary, given the 
absence of a baseline in this first pilot, what the co-
efficient is capturing is not the marginal effect of the 
program, but rather the targeting of it. Being T=1 for 
a municipality, shows less changes in cement floor, 
which means the results are capturing the households 
with the poorest floor infrastructure.
   	
 This same hypothesis is reinforced by the results 
shown in Column 2 when we include more observa-
tions on the control side. Since these municipalities 
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are more developed according to the HDI even with-
out treatment, it is consistent with the fact that those 
subsets of observations show a 0.6% increase installed 
floors among the treated units. This change in the sign 
of the coefficient12 cannot be attributed to the program, 
because it simply reflects that we are including more 
units that already had better household conditions. 
However, in every case, there is no correlation that is 
statistically significant at a 95% confidence level.  
    	
Additionally, when we replicate the same set of re-
gressions but now use percentage changes of houses 
with a dirt floor (Table 2) they remain insignificant, 
even though the magnitude of the coefficients become 
higher. 
    	
A comparison between Column 2 with Column 1 and 3 
in every table shows some interesting results. Column 
2 refers to a subsample that includes more municipal-
ities above the cut-off score as a placebo, which means 
that having higher HDI is more likely to have better 
household infrastructure overall. That hypothesis is 
consistent when we see the coefficient which, for ex-
ample, indicates the effect of the treatment in reducing 
the percentage of households with dirt floor changes 
by almost 1 point; this means that the change from a 
coefficient of  minus 1.17 when having a symmetrical 
sample, versus a coefficient of -2.12 might be driven 
only by the fact that those municipalities already had 
less percentage of houses with dirt floors, or because 
given the higher level of development, new houses are 
already constructed with cement floors.  
    	
In 2006, the Calderón administration complemented 
the micro-regions strategy with the Strategy 100 x 100 
as Mexico’s development and social core policies with 
the main goal of improving the socioeconomic con-
ditions in the 125 most disadvantaged municipalities.  
(Figure 7)
    	
Table 3 shows the impacts of the second pilot treat-
ment in terms of the changes in the percentage of 
households with a cement floor in a municipality. 
Column 1 corresponds to the total sample of 250 
municipalities and considers the treatment variable as 
assigned by the Mexican government; in this case, a 
municipality that benefitted from Piso Firme program 

12 From a decrease of 0.33 % of households with cement floor with the sub-sam-
ples of 100 municipalities and 50 municipalities from a marginal increase of 0.6% 
of the same outcome with an unbalanced sample, using more units on the control 
side.

shows an increase of 9.1% of the houses with cement 
floor. This coefficient is statistically significant at a 95% 
confidence level. This holds even when dropping the 
municipalities that were not supposed to be treated 
according to the UN HDI score (Column 3), although 
the magnitude of the coefficient is lower, decreasing to 
an increase of 7.9% for the average treatment effect.
    	
These results show that even if the program’s targeting 
was used for political purposes, it still had the posi-
tive and intended impact. When the model is applied 
to the 36 treated municipalities that should not have 
qualified according to the HDI, the standard error of 
the model increases from 2.6 to 3.0 (Column 1 versus 
Column 3 of Table 3) but the significance of the estima-
tions holds at a 95% confidence level. It is possible that 
the government may have used “political targeting” to 
include ineligible municipalities because when testing 
subsamples in other models with more higher HDI 
score units, the standard errors become higher and the 
model less accurate.
	
Another important result from Table 3 is the statistical 
insignificance of the correlations in Column 2 and 4, 
since they correspond to a placebo treatment when 
including more municipalities above the threshold. 
These results make sense, since we are including more 
control units, that are not supposed to be included in 
the program; and back up the validity of the first stage 
of the RD design. Additionally, for those two models, 
the HDI coefficients for both columns become statis-
tically significant, which is a reflection of including 
more control units that naturally will have higher HDI. 
In short, this helps validate the unique identification 
for the RD design, since it shows that the coefficient 
for the first stage in the models that capture the pro-
gram as it was implemented is significant and stable 
and allows the second stage to be valid when using the 
treatment dummy as an instrument for the percentage 
change in cement floor.
	
Exploring how the coefficients change under different 
subsamples – balanced and unbalanced – is a way to 
do some robustness checks. For example, when includ-
ing more units on the untreated side, our coefficients 
basically capture that the increase of percentage of 
households with cement floor didn’t apply to those 
who were nor treated by the program. 
	
What we want to compare at this point are two scenar-
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observations, according to the running variable in this 
case, the HDI in 2000, is itself continuous at x0. Figure 
8 shows the density of the ranking variable, with the 
cut-off line centered at zero used in the pilot 2000, and 
the figure displays a continuous line for the observa-
tions near it.
    	 The same test was carried out for the 2005 data, 
and using the cut-off for the poorest 125 municipalities 
according to the UN score, and the results seem to be 
consistent (Figure 9). However, as mentioned before, 
the government assigned a different threshold; when 
doing the density test, Figure 10 shows a very small 
discontinuity at x0. That discontinuity becomes more 
evident when instead of plugging in the sample of 
municipalities for the year 2000, we plugged in the full 
2005 sample. (Figure 11)  
    	 The fact the McCrary test shows some inconsis-
tencies for the second pilot, raises the question why the 
government decided to maintain an outdated measure-
ment for designing not only Piso Firme, but all of the 
country’s social programs. Using the more recent 2005 
Municipality Development Index might make more 
sense (Figure 12), instead of using a ranking that is un-
clear and includes some municipalities that shouldn’t 
have been treated.  

B. Does political targeting bias the estimations? 
Selecting different subsamples.

The second robustness check changes the subsample 
used in the model, which means adjusting for different 
bandwidths for the program’s threshold.  For exam-
ple, for the first pilot the magnitude of the coefficients 
remains very similar when applying a smaller symmet-
rical sample size, which means the RD identifying as-
sumption holds. On the contrary, by applying a placebo 
test and including more variables on the control size, 
the magnitude of the effect of the treatment increases. 
That only means that, since those variables are far away 
from the cut-off score, the probability of being treated 
is not only lower but also by construction those munic-
ipalities are worse counterfactuals.
    	
Another way to show consistency of the results is to, 
for the first stage of the model, not only regress the 
cement floor variable on the treatment but also do 
the same exercise with dirt floors. The decrease in the 
percentage of households with dirt floor in a treated 
municipality is another way of confirmation that the 
program truly had some impact on the household 

ios: the first one, the program as it was implemented 
(including in the sample the 36 units misplaced by the 
program in the treatment13); and the second one, a 
simulation of the implementation of the program with 
not targeting deviation with a clean cut-off point, and 
with no crossover units.
    	
The same exercise as Table 3, as part of the RD model 
in its reduced form, is repeated with the child diar-
rhea mortality variable, as the total number of due to 
diarrhea and other intestinal parasite diseases. using 
the sample assigned by the government, Column 1 in 
Table 5 shows that the average treatment effect of the 
program on the child mortality variable is the 0.511% 
reduction in the number of total fatalities, however, 
this coefficient is not statistically significant. In this 
case, we can assume that given that the MDE for this 
variable is around 20% of the median of the popula-
tion, we might be underpowered, since this number 
only correspond to 3.14% of the average affected pop-
ulation (children between 0 and 9 years) by this type of 
disease.
    	
So far, the results have been explained in terms of the 
proximate outcomes. Table 6 shows the results of the 
2SLS reduced form using the treatment dummy vari-
able as an instrument for the percentage changes of 
HH with a cement floor. Panel A of the same table has 
two different subsets of municipalities but maintains 
all the units treated as assigned by the government, 
meanwhile Panel B drops out the crossover units. In 
this case, when using the treated units as assigned by 
the government without any other control variables, 
the program has a significant effect on decreasing 
5.68% the total number of children fatalities due to 
diarrhea, at a 90% confidence level. That result holds 
even when adding additional covariates like the per-
centage of houses with no access to water or sewer 
systems. 

ROBUSTNESS CHECKS

A. McCrary Test: 
Was the running variable manipulated?

	
When using an RD design, a McCrary test to assess 
the internal validity is commonly used as a robustness 
check. In other words, this test verifies if the density of 

13 These units are 36 municipalities that according to the HDI cut-off condition 
should not have been treated, but were included in the Piso Firme Program.
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infrastructure, and trying to discard that in our model 
might be only capturing the overall improvement of 
HH infrastructure (i.e. construction of houses with 
already cement floor) regardless of a unit being or not 
in the program.
    	
The most compelling table in terms of the consistency 
of the results despite the different windows of entrance 
into the treatment is Table 6. In every regression model 
with symmetrical samples (Columns 1,2 5 and 6), and 
testing the model with the cross-over units and by 
dropping those units from the sample, the impact of 
the Piso Firme program has an effect of decreasing 
the number of child fatalities by -0.05. This result is 
important because at some level there is evidence that, 
regarding the differences in the treatment assignment 
based on potentially government targeting, since those 
differences occurred near the threshold, the RD de-
sign can still be considered as if random assignment, 
and in consequence the units close to the cut-off are 
a good counterfactual. In other words, the units in-
cluded in the treatment of the program that should 
not have been included on the program, didn’t create a 
significant difference between control and treated units 
on average, for the purpose of the program and the 
outcome variables evaluated in this paper. 

CONCLUSION

The data analyzed from the Piso Firme Program, 
mostly in its second pilot, showed that there is a robust 
and significant effect on improving household in-
frastructure in the treated municipalities, which was 
not driven by the construction of new houses with 
cement floors. For 2000, the lack of significance might 
be caused by time endogeneity, because the program 
went on the books in 2000, and the analysis uses 2000 
and 2005 data; meaning that there is no clear baseline. 
It was not possible to use the 1995 census data since 
it was not complete due to political complications for 
collecting data that year. Regarding the effects of the 
program on the health conditions in the treated popu-
lation, the results from the 2SLS show a -0.5 decrease 
in the child mortality outcome variable, a coefficient 
that is still far from the MDE of 18% to 20%. To be 
underpowered in this case to show an improved sig-
nificant result makes sense because: first, this type of 
study normally relies on household level data (since 
the treatment is at that level and it might be the case 
that it had heterogeneous treatment, cement floor in 

one room versus the entire house), 14 and this study 
only has aggregated data. Looking for other sources of 
good health data remains an important challenge in 
this analysis.
	
Data on the cases of diarrhea, instead of fatalities, 
would better capture the potential impacts of the pro-
gram. Also, grappling with questions from a non-linear 
design could help to conduct further robust research 
or additionally added heterogeneous effects, for exam-
ple like interacting with average rainfall conditions. Fi-
nally, further research regarding the political targeting 
of the treatment selection would be interesting, maybe 
by including a variable per municipality and per state 
that captures if the entity shares the same political par-
ty as the federal government.
	  
Overall, analysis of infrastructure at the household 
level provides a golden opportunity to explore the 
impacts since spillovers are not as big as other types of 
infrastructure. 

14 WHO (World Health Organization) (2002). The World Health Report 2002, 
Reducing risks, promoting healthy life. Geneva. Available from http:// www.who.
int/pub/en/ 
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Appendix B. Tables

Table 1. Changes in the cement floor for first pilot (2000-2005)
   (1)  (2)  (3)

VARIABLES

Cement Floor 

(Sample 50/50)

Cement Floor 

(Sample 75/175) 

Cement Floor 

(Sample 25/25)
     
Treatment -0.276 0.00605  -0.338

(3.428) (3.573)                 (6.953)

HDI (2000)

             

                -13.92 10.60

               

                -79.74

               (44.79) (43.04)                (294.8)

Constant                18.41
               (24.73)

                5.979
              (24.21)

                52.26
               (160.0)

Standard errors in parentheses. 
*** p<.01, ** p<0.05, * p<0.1
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Appendix C. Figures
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Distributions for First Pilot
 (2000-2005)

Distributions for Second Pilot 
with Official UN Cut Off for 2005 

(2000-2005)

Distributions for Second Pilot
 with Government Assigned Treatment  

(2000-2005)
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Figure 7. 125 Mexican municipalities with the lowest HDI

Figure 6. 50 Mexican municipalities with the lowest HDI in 2000
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Figure 8. McCrary density test for HDI 2000, with cut-off 
for pilot in 2000

Figure 12. McCrary density test for HDI 2005, hypothetical cut-off 
for the lowest 125 municipalities.

Figure 13. RD Plot for cement floor 2010, running variable HDI 2000.

Figure 9. McCrary density test for HDI 2000, with UN cut-off for 
pilot in 2006

Figure 10. McCrary density test for HDI 2000, with the highest target 
score of the 125 municipalities targeted by the government for the 

second pilot.

Figure 11. McCrary density test for HDI 2000, with the highest target 
score value according to the HDI 2000 published by the government 

for the second pilot (2005 Municipality sample)
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INTRODUCTION

T his paper explores the extent to which the com-
mitment of foreign aid to the provinces of Afghan-

istan was or was not impacted by sub-national vari-
ation and changes in violence. It does so through an 
analysis of the correlation between officially declared 
aid commitments to provinces and the varying levels 
of violence experienced by the provinces in the years 
prior to the aid commitment. 

Using a lagged fixed effect ordinary least squares (OLS) 
regression for province-years between 2005-2014, I 
find that across the country there was little to no sys-
tematic commitment of aid in response to changes in 
violence. When controlling for province and year, no 
strong patterns emerge to indicate that greater aid com-
mitments were directly tied to provinces with increased 
levels of violence. There appears to be a small positive 
correlation between aid and violence one year after aid 
commitments which then quickly disappears. These 
findings are important to understand the patterns of 

development aid during long-run reconstruction efforts 
in conflict environments. 

I do find, however, that the allocation of aid to the 
Eastern and Western regions of the country consis-
tently increased after experiencing greater violence. 
Additionally, the six most populated provinces in the 
country received aid flows that were highly responsive 
to changes in violence in the year prior. These results in-
dicate that the political prominence and accessibility of 
an area within a country increases the extent to which 
aid allocation responds to variation in violence. Even 
in a national effort, some areas receive greater attention 
than others regardless of their stability.

These findings fit within the broader literature on the 
relationship between aid and the production of vio-
lence. There may be a negative relationship between 
the peacefulness of a province and the aid it receives, 
but the deterioration or improvement in that peace will 
only impact later aid provision if the province is of sig-
nificance (either real or perceived) to decision-makers 

D evelopment aid is considered a common policy response to conflict and insecurity around 
the world. In terms of counterinsurgency operations, the ongoing conflict in Afghanistan has 

been impacted by a large inflow of foreign aid but the production of violence and provision of aid 
at the subnational level has not been explored. This paper attempts to measure the extent of aid 
responsiveness to changes in violence levels across Afghanistan. Using lagged fixed effects re-
gression models, it finds that between 2005 and 2013, changes in relative aid commitments at the 
provincial level were not responsive to changes in levels of violence. However, aid was found to be 
responsive to changes in violence in the largest provinces of the country as well as certain regions. 
These findings provide evidence that aid and development policy decisions are more reactive in 
areas of Afghanistan that receive the greatest international attention, regardless of their underly-
ing stability. The paper concludes with policy recommendations to improve aid effectiveness in 
addressing conflict going forward. 

DOES AID RESPOND TO CONFLICT? 
EVIDENCE FROM AFGHANISTAN
Macklin Scheldrup 
Princeton University, Woodrow Wilson School of Public and International Affairs 

Macklin Scheldrup is a Master in Public Affairs candidate in the Woodrow Wilson School of Public and International Affairs at Princeton 
University. He would like to thank Professor Ethan Kapstein for his support in developing this article. He can be reached at
 macklins@princeton.edu . 



THE JOURNAL of INTERNATIONAL POLICY SOLUTIONS  | SPRING 2019 | 23

increase attacks immediately after aid delivery to dis-
rupt implementation.10 Food aid has also been linked to 
increasing civil war duration.11 In Afghanistan, the Na-
tional Solidarity Program (NSP) was shown to reduce 
violence in communities with previously low or mod-
erate levels of conflict,12 yet other aid programs in the 
country have either had no effect on violence13 or led to 
increased levels of conflict.14

There is no uniform effect of development aid on vio-
lence during insurgencies, the effects are conditional 
on the size, type, location, and appropriateness of the 
project being implemented.15 More modest and locally 
driven programs in relatively secure areas are the most 
likely to reduce violence.16 Aid that responds to local 
needs increases stability while aid that promotes cor-
ruption or is culturally controversial has been shown to 
provoke conflict.17 Yet, micro and meso-level impacts 
of development aid have not translated to macro-lev-
el COIN outcomes, likely because of programs’ inade-
quately short time-spans to sustain improvements18 and 
overarching concerns with identity and grievances that 
aid is unable to overcome.19

Regardless of its causal effect on reducing violence, de-
velopment aid was a crucial component of the ISAF’s 
broader COIN strategy in Afghanistan. 20 Alongside the 
military surge was a massive influx of ODA. Accord-
ing to the Organization for Economic Development 
(OECD), reported ODA to Afghanistan from all do-
nors increased from $2.8 billion in 2005 to a peak of 
$6.9 billion in 2011.21 For the United States government, 
development aid provision to Afghanistan was explicitly 
tied to violence reduction, with the United States Senate 
Committee on Foreign Relations referring to it in 2011 
as a “vital tool for promoting stability”. 22

Conflict.”
10 Khanna and Zimmermann, “Guns and Butter? Fighting Violence with the 
Promise of Development.”
11 Nunn and Qian, “US Food Aid and Civil Conflict.”
12 Beath, Christia, and Enikolopov, “The National Solidarity Programme.”
13 Child, “Hearts and Minds Cannot Be Bought: Ineffective Reconstruction in 
Afghanistan.”
14 Iyengar Plumb et al., “Stabilization in Afghanistan: Trends in Violence, Atti-
tudes, Well-Being and Program Activity.,” 10.
15 Kapstein, “Aid and Stabilization in Afghanistan. What Do the Data Say?”
16 Berman, Felter, and Shapiro, Small Wars, Big Data: The Information Revolution 
in Modern Conflict, 148.
17 Child, “Conflict and Counterinsurgency Aid: Drawing Sectoral Distinctions.”
18 Kapstein, “Aid and Stabilization in Afghanistan. What Do the Data Say?,” 6.
19 Lyall, Blair, and Imai, “Explaining Support for Combatants during Wartime: A 
Survey Experiment in Afghanistan.”
20 “U.S. Government Counterinsurgency Guide,” 24–25.
21 “OECD DAC Statistics.”
22 U.S. Senate. Committee on Foreign Relations, “Evaluating US Foreign Assis-
tance to Afghanistan.”

in the development community. 

CONTEXT

Policymakers have treated aid in conflict and post-con-
flict settings as a crucial tool for stabilization policy. 
The provision of official development aid (ODA) with-
in countries is often directed to the areas of greatest 
concern. In a country without widespread political vi-
olence, those areas are usually the poorest places. How-
ever, in a counter-insurgency (COIN) effort, aid is often 
targeted at the places experiencing the greatest levels of 
insurgent-led violence in an effort to spur government 
support among a neutral public through the provision 
of services.1 Under a “hearts and minds” strategy, aid 
and its subsequent benefits are intended to garner the 
support of the local populace by addressing grievances, 
thus diminishing demand for rebellion.2 The actual role 
of aid in addressing the underlying drivers of violence 
is disputed in the literature, but in the policy realm its 
utilization for this purpose in conflict and post-conflict 
environments is often presumed. 3  

Berman et al. posits an information-centric approach 
to asymmetric conflicts in which both the government 
and rebels compete for the support of the civilian pop-
ulation. Local communities can share information with 
the government that will hinder the ability of rebels to 
operate and therefore should reduce their production 
of violence.4 This implies that well-suited development 
aid to areas “will reduce rebel violence, as it reduces the 
level of violence that will trigger civilian tips to govern-
ment, which in turn increases the risk of failure for reb-
els.”5 

Empirical evidence supporting the link between aid and 
decreased violence has been found during insurgencies 
in the Philippines,6 Iraq,7 and Vietnam.8 However, other 
work has found aid tends to increase violence because 
insurgents attempt to preemptively derail projects9 or 
1 Berman, Felter, and Shapiro, Small Wars, Big Data: The Information Revolution 
in Modern Conflict, 113.
2 Berman, Shapiro, and Felter, “Can Hearts and Minds Be Bought? The Economics 
of Counterinsurgency in Iraq.”
3 Chou, “Does Development Assistance Reduce Violence? Evidence from Afghan-

istan.”
4 Berman, Felter, and Shapiro, Small Wars, Big Data: The Information Revolution 
in Modern Conflict, 75.
5 Berman, Felter, and Shapiro, 77.
6 Crost, Felter, and Johnston, “Conditional Cash Transfers, Civil Conflict and 
Insurgent Influence: Experimental Evidence from the Philippines.”
7 Berman, Shapiro, and Felter, “Can Hearts and Minds Be Bought? The Economics 
of Counterinsurgency in Iraq.”
8 Dell and Querubin, “Nation Building Through Foreign Intervention: Evidence 
from Discontinuities in Military Strategies.”
9 Crost, Felter, and Johnston, “Aid under Fire: Development Projects and Civil 
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There has been a constant international military pres-
ence in Afghanistan since the fall of the Taliban gov-
ernment in late 2001. During that time, the levels of 
violence in the country have varied substantially, both 
at the province level and overall. From a relatively calm 
start, political violence committed by the Taliban and 
other insurgent groups has increased.23 In response, 
the Afghan government and its foreign partners, the 
International Security Assistance Force (ISAF), also in-
creased their kinetic military operations. 

By the start of the Obama administration in 2009, the 
Afghan War was at the forefront of policymakers’ minds 
because of growing insurgent territorial control and a 
continued decline in stability across the country. This 
led to the “surge” with one hundred thousand inter-
national troops deployed to the country to clear areas 
from the Taliban and then hold onto them while Af-
ghan government forces were built up and trained. 

Between 2005 and 2014, the military presence and ODA 
funding in Afghanistan increased dramatically, and 
then slowly came down from its 2011 peak. Both before 
and after the peak, differing levels of violence were expe-
rienced across the country.24 While some areas started 
with low levels of violence which slowly increased over 
time, others started with higher levels which declined 
during the surge (2009-2011). Still others witnessed 
consistently high or low levels of violence during these 
years. This variation in violence across provinces and 
time should have an impact on the location of aid com-
mitments under stabilization strategies as both sides of 
the conflict have a greater incentive to provide services 
to areas where tips and information are most valuable.25 
An increase in violence relative to the rest of the coun-
try would indicate a comparatively higher value for in-
formation from that place. The rest of this paper focuses 
on testing this proposition.  

RESEARCH QUESTION 

Is the quantity of aid to an Afghan province responsive 
to changes in prior levels of violence in that province?

This paper seeks to empirically test the assumption 
that aid follows violence at the sub-national level 
during an ongoing insurgency campaign. If aid is being 

23 Iyengar Plumb et al., “Stabilization in Afghanistan: Trends in Violence, Atti-
tudes, Well-Being and Program Activity.,” 33.
24 Iyengar Plumb et al., 38–39.
25 Berman, Felter, and Shapiro, Small Wars, Big Data: The Information Revolution 
in Modern Conflict, 78, 127.

utilized as a policy tool to reduce violence, we should 
find a predictable pattern of increased aid distribu-
tion to more violent locales. In other words, provinces 
experiencing comparatively higher levels of violence 
should see increased levels of aid in the years following 
the increase in violence. 

This leads to the following hypothesis:

•	 H0: Change in violence levels does not have an 
effect on changes in aid levels within a province

•	 H1: Change in violence levels has a positive rela-
tionship to changes in aid levels within a prov-
ince

These are tested in the subsequent data and methodol-
ogy sections. 

DATA 

The AidData dataset was used to measure levels of aid. 
This data is derived from the Government of Afghan-
istan’s official Development Assistance Database and 
contains more than fifteen-hundred unique develop-
ment projects committed to between 2001 and 2014.26 
While it likely does not include ODA from all sourc-
es, there is no indication that there is any systematic 
selection bias in the projects which are included in the 
database. However, 2014 appears to not be fully report-
ed with total aid commitments in the database for that 
year less than 10 percent of any other year. For that 
reason, it is not included in the analysis.

The sums of money designated to every project that 
had a province assigned was used to produce a figure 
for each province-year. The dataset does this through 
the “even splits commitment” category. For a project 
coded over multiple locations, each one is geocoded 
separately under the same project ID number. The 
total commitments for the project are then split evenly 
across its locations. 

Commitments were used in lieu of disbursements 
because of their wider availability in the dataset and 
because they better encapsulate the intended place-
ment of aid to locations in certain time periods com-
pared to disbursements which occurred slowly over 
time. Aid disbursement is often slow and inflexible, as 
projects with multiple year timespans are implement-
ed. Therefore, the disbursement measure is the better 

26 AidData, “AfghanistanAIMS_GeocodedResearchRelease_Level1_v1.1.1 Geo-
coded Dataset.”
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The Global Terrorism Database (GTD) is used to mea-
sure levels of conflict. GTD codes open-source mate-
rials for all events which fall under the “the threatened 
or actual use of illegal force and violence by a non-state 
actor to attain a political, economic, religious, or social 
goal through fear, coercion, or intimidation.” 30 Since 
violence committed by Afghan insurgent groups have 
explicitly political aims,31 this database is a strong fit for 
measuring levels of conflict in this context. 

Events in the GTD dataset are coded for their date, 
location, actor types, and number of casualties. Prov-
ince-year totals are created in the same manner as aid 
data. Both event counts and number of casualties are 
summed by province-year to create two related mea-
sures of conflict. Casualties is the conflict variable used 
throughout the paper because it better captures the 
impact of violence on the lives of Afghans. Robustness 
checks using event counts are found in the Annex.

The GTD dataset is better suited for the purposes of 
this research than alternative event databases because 
of its political violence distinction as well as the large 
number of years it includes.

The variables of interest are highly skewed.32 As a 
result, they are all logged in the regression analysis. To 
avoid excluding observations with no violence, one is 
added to all province-years prior to calculating their 
natural log. The much smaller number of province-year 
observations with no aid commitments are excluded 
from the analysis after the natural log is calculated.

Additionally, the analysis is conducted using the ranks 
of aid commitments and casualties across provinces 
in each year. A tie is ranked as the middle of group, 
so that if the 10th and 11th ranked provinces are equal, 
they’re given the value of 10.5. This method does not 
take into account changes in the quantities of the vari-
ables, but only how each province’s figure compares to 
the rest of the country in a given year. This is a suitable 
robustness check on the results of the logged regression 
analysis that avoids the skewness of the independent 
variable without resorting to the methodologically 
problematic approach of adding one before a natural 
log to avoid missing values.

30 Global Terrorism Database, “National Consortium for the Study of Terrorism 
and Responses to Terrorism (START).”
31 Osman and Gopal, “Taliban Views on a Future State.”

32 Province-year aid commitments – skewness=3.22, kurtosis=15.6
 Province-year casualties – skewness=3.1, kurtosis=14.87

measure to capture the aid allocation policy decisions 
made in a particular year. However, commitments may 
never become realized as on the ground disbursements 
for a variety of reasons. Because the research question 
focuses on responsiveness of aid decisions and not the 
broader issue of aid effectiveness in violent reduction, 
this is less of a concern for this paper.

After separating out aid committed to each province, 
province-year figures are derived by summing total aid 
dollars based on the first year of their commitment. 
This captures the year in which the aid is initially as-
signed to the province. Most projects are designated to 
occur over multiple years. Unfortunately, this level of 
accuracy in the timing of aid provision is not available 
in the dataset. Still, the first year of commitment is a 
relevant gauge of how aid is assigned in that time pe-
riod. The province-year aid dollar amounts provide an 
estimate of the dedication of aid to a location during a 
single year. 

This is a simple and consistent estimate of aid by 
location, but its accuracy does suffer for large-scale 
nationwide initiatives such as the National Solidarity 
Programme (NSP). Founded in 2003, the NSP was the 
Afghan government’s largest development program 
at over $2 billion.27 It was intended to increase the 
administrative reach of the state through a commu-
nity-drive development model utilizing village-level 
block grants. In this dataset, the NSP commitment 
is coded once in 2003, its founding year, for all prov-
inces, and therefore produces that same amount for 
each, despite the fact that the disbursement of NSP aid 
varied across province and took place over more than a 
decade.28 

The dataset does not include development assistance 
which does not fall under the ODA categorization, 
namely military funded and managed aid such as the 
Commander’s Emergency Response Program (CERP). 
These programs were meant to make aid provision 
more flexible and faster by allowing military personnel 
in the field to decide on its disbursement based on lo-
cal COIN priorities.29 CERP and other military sources 
of aid are important to understanding the overall rela-
tionship between aid and violence and based on their 
purposively responsive and short-time frames, their 
exclusion may underestimate the impact of violence on 
overall aid distribution.
27SIGAR, “Afghanistan’s National Solidarity Program Has Reached Thousands of 
Afghan Communities, but Faces Challenges That Could Limit Outcomes.”
28 Beath, Christia, and Enikolopov, “The National Solidarity Programme.”
29 United States Army, “Commander’s Guide to Money as a Weapons System.”
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METHODOLOGY 

An OLS regression model with lagged variables is used 
to test for the relationship between conflict and subse-
quent aid commitments. 

This model addresses serial correlation in the time se-
ries. Controlling for the previous year’s aid level by in-
cluding it in the regression model ensures that it does 
not confound the estimates from the regression. Most 
importantly, it presents the dynamic effects of violence 
on aid in the following period. This means the model is 
measuring the impact of changes in violence on chang-
es in aid, not simply underlying correlations between 
violence and commitments. The model also includes 
province and time fixed effects to control for non-vary-
ing unobserved provincial characteristics and nation-
wide annual trends in both aid spending and violence. 
33  Population estimates for each province-year are also 
included to take into account any variation in growth 
rates between provinces over time which may impact 
aid spending decisions. 

The level of aid in the previous year is included to isolate 
the changes in aid from the previous year. Casualties are 
lagged by a year, so that casualties in year t-1 is explain-
ing aid in period t. This results in the following model:

Log(Aid)it= β0+ β1Log(Casualties+1)it-1+β2Log(Aid)it-

1+β3 Provincei+ β4 Year+ ψPopulationit+ ϵit

The second model used is also an OLS regression using 
the same lagged variables model across year ranks of 
aid commitments and casualties. It too controls for se-
rial correlation across time and province. This produces 
the following model:

Log(Aid)it= β0+ β1 Rank(Casualties)it-1+ β2 Log(Aid)
it-1+β3 Provincei+ β4 Year+ ψPopulationit+ ϵit

The rank model is an alternative non-parametric mea-
sure of the key independent variable to identify trends 
in changes in aid commitments due to changes in com-
parative levels of violence. It minimizes the impact of 
particularly large changes in casualty figures from year 
to year which might lead to an overestimation of the 
correlation between aid and violence. 

33 Sexton, “Aid as a Tool against Insurgency: Evidence from Contested and Con-
trolled Territory in Afghanistan.”

In both cases, the lagging of the casualties’ variable is 
adjusted to run models across different numbers of 
years prior to the aid commitment. In this way, the 
models control for different time periods as well as 
combinations of time periods in investigating the effect 
of changes in the number of casualties on changes in aid 
commitments in subsequent years. 

RESULTS

More violent provinces are more likely to receive more 
aid. When averaging casualties and aid commitments 
across all years by province, there is a statistically signif-
icant correlation between casualties and aid.34 This indi-
cates that aid commitments were directed towards areas 
of greater conflict, although there may be other causal 
reasons for this relationship.

The results of the base regression models are displayed 
in Table 1. The models each include different time lags 
of casualties. Model 1 displays a weak positive rela-
tionship between the previous year’s casualties and the 
subsequent amount of aid committed. The coefficient 
in Model 1 indicates that when controlling for fixed ef-
fects and the previous year’s level of aid, a 1% increase in 
casualties is associated with a 0.04 percent decrease in 
aid commitments. The magnitude of the positive coef-
ficients of last year’s violence stays small and statistical-
ly insignificant when controlling for violence in other 
years. 

Models 3-6 shows a positive coefficient for the levels of 
violence two years prior to the aid commitment in year 
t. However, this relationship also does not come close to 
statistical significance. The effect of violence three years 
prior included in models 5 and 6 shows a statistically in-
significant negative relationship. Regressions using the 
rank casualty variables are shown in Table 2. They too 
show a small but statistically insignificant relationship 
between the rank in casualty amounts in a given year 
t-1 and aid commitments in year t. In this case, mov-
ing one rank up in annual casualties is associated with 
about a 0.007 percent increase in aid commitments the 
next year. Unlike previous models, rankings two years 
prior are associated with a negative relationship to aid 
commitments. 

Based on the results in Table 1, the null hypothesis is 
unable to be rejected. There appears to be no empirical 

34 r = 0.46, p = 0.007
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strategy of regional commands (RC) with responsibili-
ties for specific parts of the country.36 Each RC was led 
by an individual ISAF coalition partner, and acted as 
a tactical headquarters to provide support to the civil-
ian-military Provincial Reconstruction Teams (PRTs) 
meant to address the development aspects of stabiliza-
tion.37 A combination of historical and ethnic ties to the 
insurgency and potential divergence in regional-level 
COIN strategy warrants an exploration of differences in 
aid responsiveness between these regional commands.

Table 3 below presents the results of Model 3 when only 
including the provinces of each RC.38 These results do 
present some noticeable differences across regions. In 
RC East, there is a statistically significant positive co-

36 ISW, “International Security Assistance Force (ISAF).”
37 Afghanistan Provincial Reconstruction Team: Observations, Insights, and 
Lessons.
38 Kabul province falls under its own RC- Capital. Because it is the only province 
in the RC, there are not enough observations for Stata to run a fixed effects model. 
When running a basic OLS with only Kabul province we do find estimates with 
magnitudes above 100, which no other province comes close to. This indicates that 
aid commitments to Kabul or the coding of aid to Kabul is different than other 
provinces.  

evidence for aid commitments following conflict lev-
els in the Afghan context. In fact, there is a consistent, 
statistically insignificant negative relationship between 
aid levels and the violence occurring two to three year 
prior. The previous year’s casualty levels does produce 
consistent positive coefficients to aid, but again the re-
lationship is weak. 

Afghanistan is a geographically and ethnically heter-
ogenous country. With the Hindu Kush mountains jut-
ting across the middle of the country, the time to travel 
between the far northern province of Badakhshan and 
Kandahar in the south is more immense than their 
distance would suggest. This kind of separation is part 
of the reason for the high regional variation in ethnic 
composition, an important characteristic in the Afghan 
conflict. Some provinces are upwards of 95 percent of 
the largest ethnic group, Pashto, while others are below 
1 percent.35 

The diversity of the country is reflected in the NATO 
35 The Asia Foundation, “Afghanistan in 2014: A Survey of the Afghan People.”

Table 1. OLS Regression on Log of Province-Year Aid Commitments (2005-13)
   (1)  (2)  (3)  (4)  (5)  (6)

VARIABLES
Simple 
Reg.

Simple 
Reg.

Simple 
Reg.

Simple 
Reg.

Simple 
Reg.

Simple 
Reg.

     
Log of Casualties in t-1 0.037 0.045 0.037 0.038

(0.045) (0.043) (0.045) (0.044)
Log of Casualties in t -0.05

(0.04)
Log of Casualties in t-2 0.002 0.059 0.01 0.006

(0.049) (0.048) (0.048) (0.049)
Log of Casualties in t-3 -0.03 -0.031

(0.046) (0.045)
Log of Aid in t-1 0.028 0.026 0.027 0.024 0.025 0.028

(0.065) (0.065) (0.066) (0.067) (0.067) (0.066)
Constant 16.17+ 16.28+ 16.17+ 16.29+ 16.29+ 16.18+

(1.16) (1.18) (1.18) (1.19) (1.19) (1.17)

Provinces 34 34 34 34 34 34
N 304 304 304 304 304 304
Within R-squared 0.4 0.41 0.4 0.4 0.4 0.4

Robust standard errors clustered at the province level in parentheses.
+ p<0.01, ** p<0.05, * p<0.1. 

Province and year fixed effects. Population coefficient not displayed.
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ry increase the attention paid to it, and the influence of 
Ismail Khan may also be a factor. The self-styled “Amir 
of the West,” Khan is a prominent anti-Soviet mujahidin 
and former governor of the province whose patronage 
network centralized his control in the province.39 His 
influence over a crucial region of the country could’ve 
made both the central government and foreign donors 
more receptive to requests for more aid in response to 
security deterioration. Local political dynamics and 
their relations to Kabul do appear to matter.

Beyond ethnic composition, the size of Afghan provinc-
es also varies widely. In 2014, the government estimated 
4.2 million people lived in Kabul province while only 
146 thousand lived in Nuristan, the smallest province. 
More provinces have below 400 thousand people than 
have greater than 1 million.40 Provinces with large ur-
ban centers and/or those serving as regional hubs have 
traditionally received the most attention from interna-
tional media and policy-makers. They’ve also hosted 
the vast majority of international troops and NGOs. 

The responsiveness of aid to changes in violence would 
likely be higher in these environments than they would 
39  Leslie, “Political and Economic Dynamics of Herat.”
40 Central Statistics Organization, “Settled Population by Civil Division, 2013-15.”

efficient between aid commitments and the number of 
casualties two years prior. For RC West, the year prior 
has a still significant positive association with aid com-
mitments. These general trends persist in the rank re-
gressions shown in Table 4, although the significance 
of the positive coefficients has disappeared. In its place 
is a significant negative relationship between aid com-
mitments and violence two years earlier in the German 
military led RC North. It seems that the RC may be an 
important determinant of aid responsiveness.

RC East contains the greatest number of provinces 
among the regional commands. It also is the only RC 
with the U.S. as the lead nation throughout the conflict. 
Provinces in RC East were either some of the most con-
sistently peaceful (e.g. Panjshir) or are mountainous 
Pashto-dominated border provinces which witnessed 
some of the fiercest fighting of the war (e.g. Kunar). 
With the largest donor as the lead nation, the U.S. may 
have prioritized responding to these areas more than 
others. 

RC West had the fewest provinces under its command. 
Its responsiveness is likely due to the impact of Herat, 
the country’s 2nd largest province. Herat’s size and histo-

Table 2. Ranked OLS Regression on Log of Province-Year Aid Commit-
ments (2005-13) 
   (7)  (8)  (9)
VARIABLES Rank Reg. Rank Reg. Rank Reg.
     
Rank of Casualties in t-1 0.0068 0.0072 0.0072

(0.009) (0.008) (0.008)
Rank of Casualties in t-2 -0.0057 -0.006

(0.008) (0.008)
Rank of Casualties in t-3 -0.002

(0.009)
Log of Aid in t-1 0.026 0.029 0.028

(0.065) (0.066) (0.066)

Provinces 34 34 34
N 304 304 304
Within R-squared 0.4 0.4 0.4
Robust standard errors clustered at the province level in parentheses. Province 

and year fixed effects. 
+ p<0.01, ** p<0.05, * p<0.1. 

Estimated constant and population coefficients not displayed
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Table 3. OLS Regression on Log of Province-Year Aid Commitments: Disaggregated by 
RC (2005-14)
   (East)  (North)  (South)  (West)
VARIABLES
     
Log of Casualties in t-1 0.031 0.063 -0.025 0.35*

(0.028) (0.071) (0.089) (0.13)
Log of Casualties in t-2 0.089** -0.068 0.141 -0.41

(0.036) (0.04) (0.11) (0.185)
Log of Aid in t-1 -0.093 -0.107 -0.15 -0.014

(0.101) (0.071) (0.127) (0.277)

Provinces 14 9 6 4
N 124 81 54 40
Within R-squared 0.57 0.48 0.63 0.48
Robust standard errors clustered at the province level in parentheses. Province and year fixed 

effects
+ p<0.01, ** p<0.05, * p<0.1.

Estimated constant and population coefficient not displayed.

Table 4. Rank OLS Regression on Log of Province-Year Aid Commitments: Disaggregat-
ed by RC (2005-14)
   (East)  (North)  (South)  (West)
VARIABLES
     
Rank of Casualties in t-1 0.002 0.008 0.009 0.017

(0.007) (0.014) (0.014) (0.025)
Rank of Casualties in t-2 0.011 -0.024** 0.022 -0.028

(0.007) (0.007) (0.022) (0.035)
Log of Aid in t-1 -0.086 -0.11 -0.167 0.038

(0.1) (0.067) (0.113) (0.3)

Provinces 14 9 6 4
N 124 81 54 40
Within R-squared 0.57 0.49 0.63 0.44
Robust standard errors clustered at the province level in parentheses. Province and year fixed 

effects
+ p<0.01, ** p<0.05, * p<0.1. 

Estimated constant and population coefficients not displayed.
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be in smaller, rugged, and more remote province. To 
test this proposition, the fixed effects model is rerun 
with the inclusion of an interaction term for being one 
of the six largest provinces by population.41 The results 
are shown in Table 5.

Models 10-12 are using the logged casualties variable 
and Models 13-16 have a ranked casualties variable. 
Across all models, the coefficient for the interaction 
between casualties two years prior and large province 
status is positive and significant at 95% statistical con-
fidence. The coefficient for t-2 casualties stays negative 
and insignificant across the models, but the sum of its 
coefficient and the interaction term coefficient are al-

41 In order of size: Kabul, Herat, Nangarhar, Balkh, Ghazni, Kandahar. Cutting-off 
large province status between the 6th and 7th largest province is not entirely arbi-
trary. Theses were the largest 6 every year from 2001-14. The difference between 
Kandahar (1.2 million) and the 7th largest province (Kunduz) is more than 200 
thousand. These six also represent the headquarters for each of the 5 RCs.

ways positive. The logged casualties model also has a 
statistically significant positive interaction term coef-
ficient for the prior year. This indicates that there is a 
strong positive relationship between aid commitments 
and prior levels of violence for these large provinces, 
but not for the smaller provinces receiving less atten-
tion.

According to Model 12, holding all else constant, a one 
percent increase in casualties in the province the pre-
vious year is associated with a 0.03 percent increase in 
aid commitments for the smallest 28 provinces, but a 
0.35 percent increase for the six largest provinces. A one 
percent increase in casualties two years prior is associ-
ated with a 0.01 percent decrease in aid commitments 
for small provinces and a 0.29 percent increase for large 
provinces. When taking the averages of these six prov-
inces between 2009 and 2011, a one percent increase is 

Table 5. OLS Regression on Log of Province-Year Aid Commitments: Large Province In-
teraction (2005-14)
   (10)  (11)  (12)  (13)  (14)  (15)
VARIABLES Log Log Log Rank Rank Rank
     
Casualties in t-1 0.01 0.03 0.03 0.004 0.006 0.006

(0.045) (0.044) (0.043) (0.009) (0.009) (0.009)
Casualties in t-1 * Six larg-
est province

0.361+ 0.311+ 0.32+ 0.028 0.038 0.036
(0.055) (0.083) (0.077) (0.027) (0.034) (0.034)

Casualties in t-2 -0.012 -0.009 -0.009 -0.009
(0.047) (0.049) (0.009) (0.009)

Casualties in t-2 * Six larg-
est province

0.3+ 0.3+ 0.037** 0.033**
(0.078) (0.095) (0.016) (0.015)

Casualties in t-3 -0.017 0.001
(0.051) (0.01)

Casualties in t-3 * Six larg-
est province

-0.018 -0.013
(0.07) (0.017)

Log of Aid in t-1 -0.001 -0.024 -0.022 0.03 0.036 0.037
(0.064) (0.068) (0.069) (0.065) (0.067) (0.067)

Provinces 34 34 34 34 34 34
N 304 304 304 304 304 304
Within R-squared 0.43 0.45 0.45 0.4 0.41 0.41

Robust standard errors clustered at the province level in parentheses. Province and year fixed 
effects. 

+ p<0.01, ** p<0.05, * p<0.1. 

Estimated constant and population coefficients not displayed.
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in aid commitments further down the road. These di-
vergent trends grow when limiting the number of years 
included in the analysis.  

Policy recommendations from these findings are pre-
sented below: 

Aid should be predicated on information. A higher per-
centage of aid resources should be dedicated to inform-
ing the design and location of aid programs with action-
able and accurate insight. At a sub-national level, aid is 
disbursed based on the information available to poli-
cymakers and donors. The most reliable and available 
information comes from more urban, populace, and 
accessible areas. Theoretically, more aid should be ded-
icated to areas whose support and information-sharing 
is most valuable to the COIN campaign. The lack of aid 
responsiveness to changing conflict conditions in rural 
areas indicates that this is not occurring. If it were, in-
creasing violence in a province should act as a canary 
in the coal mine of future instability, thereby raising the 
value of information from that area and the importance 
of service delivery.

Resources and time should be dedicated to take into 
account changing conditions in more remote areas of 
the country. This could include ensuring that projects 
have a thorough monitoring & evaluation (M&E) com-
ponent to respond rapidly to changes in the field, curtail 
negative unintended consequences, and increase aware-
ness of changes in violence in more remote areas which 
may be otherwise overlooked. 

Projects should be modest, targeted, and locally in-
formed. Aid in conflict zones should be smaller in 
scope and budget. Numerous smaller projects below 
$100K allow for a nimbler response to changes in levels 
of violence across the country compared to large-scale, 
multi-million dollars reconstruction projects like infra-
structure development. Impact evaluations have also 
shown that smaller projects informed by local prefer-
ences and expertise produced better outcomes.42

These findings indicate that the broader strategy of 
preferencing aid towards more violent locations was not 
flexible in adjusting to conditions on the ground. Addi-
tionally, the security and political situation in Afghan-
istan has steadily deteriorated since 2013, the last year 
included in this analysis. Aid provisions were neither 
responsive nor effective. Smaller projects will assist in 
42 Kapstein, “Aid and Stabilization in Afghanistan. What Do the Data Say?”

about 3 more casualties which is associated with $175 
thousand more in aid commitments the following year.

This large province effect diminishes over time. The 
coefficients for the interaction term for casualties three 
years prior is negative and insignificant. The effect of 
large province status appears to disappear for casualties 
three year prior.  

These results imply that aid commitments have in fact 
followed conflict in some particular areas of Afghani-
stan. This is likely due to the large amount of attention 
these areas usually receive from policymakers but may 
also be impacted by the larger urban population in 
these areas or their place as important regional trading 
markets.  

CONCLUSION & POLICY IMPLICATIONS

The direction of development assistance in conflict en-
vironments is an important decision for policymakers. 
It has traditionally been focused on increasing popular 
support for the state by targeting the most violent-prone 
areas of the country which are presumed to have the 
greatest level of support for the insurgency. Aid com-
mitments should then be adjusted based on the het-
erogenous and dynamic security situations across the 
country.

This paper found that while the more violent provinces 
in Afghanistan did receive more aid, aid commitments 
were broadly unresponsive to changes in the number of 
casualties caused by terrorist incidents. Across Afghan-
istan’s 34 provinces over a 9 year-period a one percent 
increase in casualties was found to be associated with a 
decrease in aid commitments of between 0.03 and 0.045 
percent the following year. The same change in casu-
alties did result in aid commitment increases two and 
three years later, but the association is never more than 
a 0.075 percent change and does not reach significance. 
This holds true across regions of the country.

However, high responsiveness to variations in violence 
did result in changes to aid commitments in the six 
largest provinces of the country. A one percent increase 
in casualties in these provinces was estimated to result 
in a statistically significant increase of aid commitments 
between 0.22 and 0.28 percent the following year. On 
the other hand, changes in violence within the smaller 
28 provinces was associated with basically no change 
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both aims.

This means adapting the approach to aid distribution 
used in both the NSP and CERP. The NSP follow-on 
program known as the Citizen’s Charter Project (CCP) 
should continue to be funded into the future in order 
to ensure aid responsiveness to changes in conflict 
throughout Afghanistan.43

43 Brown, “Local Governance Reform in Afghanistan and the 2018 Election.”
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INTRODUCTION

Since the second wave of feminism, the discrimi-
nation women experience in American society is 

more structural and implicit than obvious and explicit. 
Today, women are protected by nondiscrimination 
legislation within institutions and industries in the 
United States, yet we continue to see disparity in 
representation across sectors. This paper analyzes the 
status of women’s representation in graduate education 
materials within the International Affairs discipline. It 
uses a manually created dataset studying the genders 
of assigned authors to synthesize a conclusion about 

the disparity between male-written and female-written 
teaching tools. The paper describes why representation 
matters, reports the results, discusses what may be 
driving these trends and related research, and proposes 
a solution. 

DESCRIPTION OF THE DATA & METHODS

The dataset used for this study contains 1,996 observa-
tions from the graduate program of the School of Glob-
al Policy and Strategy (GPS) at UC San Diego. Each 
observation represents a required reading listed in a 
course syllabus. It does not include optional readings 
listed in the syllabus nor assigned readings that were 

This paper examines the gender representation disparity within syllabi in courses from 
UC San Diego’s graduate School of Global Policy and Strategy (GPS). It uses a dataset 

crafted from the syllabi of the 2017-18 academic year and accounts for the gender compo-
sition of assigned readings within the syllabi. It includes variables such as publication year, 
department, and faculty’s gender in the study. It tests the results found in 1,996 assigned 
readings from 95 International Affairs courses taught by 55 faculty members or lecturers. 
Overall, it finds women are included in roughly 1/3 of all assigned readings at GPS. This 
proportion diminishes as I apply stricter, more narrow definitions and constraints on the 
data. In comparison to Management and Political Science, the study finds Economics to be 
the department with the most glaring trends in disparity within the disciplines of Inter-
national Affairs. The study reveals statistically significant correlations between the assign-
ment of female written articles and the faculty member’s gender, publication year, and for 
cases of group authorship. It also uncovers only one faculty member from the sample with 
gender balanced syllabi. The paper discusses other related research and explains the im-
portance for equal representation in teaching materials. Discussing implicit bias, the paper 
suggests that rather than intentionally discriminating against female authors, academics 
may rely on canon and perpetuate the problem by utilizing the publications of dispro-
portionately male expertise when creating their course syllabi. It then suggests several 
solutions to alleviate the disparity to include the use of the Gender Balance Assessment 
Tool, including more recent publications, the consultation of sources such as Women Also 
Know Stuff, and practicing consciousness in assigning more diverse materials. 
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DEFINITION

For the purpose of this study, a broadest measurement 
of gender inclusion is represented by assigned readings 
that contain at least one female author. A more narrow 
measurement uses the variables that analyze whether 
there was only one female author as the independent 
and sole author of a publication. Finally, the most nar-
row definition of representation looks at assigned read-
ings that contained multiple authors and identifies those 
that contain a homogenous team of female authors as 
opposed to mix-gender authorship. These three catego-
ries are used throughout the analysis of the results. 

RESULTS

1. Overall Findings 

Analyzing the entire dataset, 29% of assigned read-
ing materials contain at least one female author. That 
means almost 1/3 of assigned readings had at least one 
female author. More narrowly though, I looked at how 
many assigned readings were written by an indepen-
dent female author, as opposed to articles published by 
a group. To this, I found 19% of assigned readings with 
one author were written by a woman, and conversely, 
81% of assigned readings with only one author were 
written by men. Even more narrowly defined, if the as-
signed reading was written by two or more people and 
consisted of only female authors, this resulted in 4% of 
assigned readings across all observations containing 
two or more authors. The opposite, meaning readings 
written by multiple men and only men, resulted in 59% 

(Figure 1.1) Overall, using the broadest measurement of the inclusion of women 
as authors in assigned materials, I find that only 29% of readings in GPS syllabi 
contain a female author. 

included outside of the syllabus. The principle variable 
is the gender variable identifying whether the assigned 
reading contains a female author. It then goes further 
and documents where there was only one author, more 
than one author, and if co-authorship resulted in mixed 
genders in the publication. In addition, the dataset re-
cords the assigning faculty, the course assigned, the 
GPS specialization track, the course disciple, the publi-
cation year, the year assigned, and the discipline of the 
faculty member. The majority of the variables are coded 
as dummy variables. Others identify what would have 
otherwise been a string variable as an assigned numeric 
code. A separate page of the dataset translates the as-
signed codes for faculty, course name, faculty discipline, 
and GPS specialization track. There are also two time 
variables that document the year assigned and the year 
the assigned reading was initially published. The dataset 
does not include readings from the GPS language class-
es or undergraduate international relations courses. It is 
an almost exhaustive sample of all readings assigned to 
GPS graduates students during the 2017-18 academic 
year.

The required readings omitted from the study were 
few, numbering less than 50, but those that were omit-
ted were done so out of the inability to identify the au-
thors’ gender. For example, some works contained au-
thors whose name was not immediately recognizable as 
male or female. In this instance, I searched the author 
by name and publication online. There were instances 
when these searches did not yield information about 
the author’s gender such as through an image or de-
scriptive pronouns. 

Finally, I’d like to note the nature of this study and po-
tential limitations. The dataset relies on the researcher’s 
ability to identify an author’s gender as male or female. 
It did not include a variable to measure a gender outside 
of the binary model of gender. Furthermore, the gender 
variable is measured solely on the researcher’s percep-
tion based on pronouns, pictures, and the name of au-
thors. It did not allow those being studied to self-iden-
tify their gender. An improvement to the dataset could 
be to survey the authors included in the study for their 
self-identified gender, however I find the likelihood of 
a survey to observe an author’s gender unlikely and 
that any differences that may arise from a group iden-
tifying as a gender other than the one observed by the 
researcher is likely marginal and would not impact the 
overall trends found in the results. 
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of the materials. The leftover 37% constitutes readings 
that contain mixed gender authorship. These three 
definitions of analyzing the representation of women’s 
work reveal that there is a disparity in their representa-
tion under three different perspectives of considering 
the conditions of their inclusion. 

In a regression measuring the correlation between 
the author’s gender and independent variables, I ran 
three regressions. Regression 1 measures the correla-
tion between the author’s gender and the frequency of 
publishing with at least one other co-author and within 
a mixed gender team, finding a highly statistically 
significant positive correlation. This means that female 
authors are high correlated with the presence of a male 
author. Regression 2 measures the correlation between 
the author’s gender and the publication year, finding a 
highly and positively correlated statistically significant 
result. This means that female authors are strongly cor-
related with later publication years. Finally, Regression 

3 measures the correlation between the author’s gender 
and whether the assigned article was written by more 
than one person. This too resulted in a strongly posi-
tive correlation and statistically significant at the 99.9% 
confidence interval.

2. Findings about Faculty

How does the gender representation disparity look 
between faculty? The dataset allows us to look closely 
at how the gender disparity in reading materials breaks 
down for each faculty member included in the 2017-18 
academic year sample. 

Figure 2.1 depicts the results of select faculty in the 
study using the broadest measurement of gender parity 
as outlined in the definition, observations that include at 
least one female author. The names of the professors are 
omitted for the purpose of this publication. It includes 
both the professors with the greatest parity of gender 
and the least parity, as well as a selection of the results 

(Figure 2.1) Using syllabi available from faculty in the 2017-18 academic year, 
the study found that only one faculty member, “Professor U” in this anonymized 
graphic, created syllabi that had a balanced representation of female authors using 
the broadest measurement of women’s representation. Specifications of the results 
of each faculty member can be made available or requested. 

(1) (2) (3)
Author’s Gender Author’s 

Gender
Author’s 
Gender

Mixed Gender Co-Authors 0.840***

(0.0194)

Economics Department -0.0515** -0.0743** -0.0877***

(0.0182) (0.0282) (0.0249)

Publication Year 0.00465***

(0.000905)

Multiple Authors 0.227***

(0.0201)

_cons 0.160*** -9.035*** 0.207***

(0.00883) (1.817) (0.0139)
N 1996 1630 1996
adj. R2 0.484 0.018 0.060
rmse 0.327 0.454 0.441

Standard errors in parentheses

* p < 0.05, ** p < 0.01, *** p < 0.001

(Table 1.1) Regression 1 finds that readings in the syllabi are significantly more likely to occur in instances of mixed 
gender group authorship as opposed to groups of solely women. Recall that only 4.0% of all assigned readings are 
written by teams of women, while 59.0% are written by teams of men. Regression 2 finds that women are more likely 
to be featured as authors in more recent publication years. Regression 3 finds that women are more likely to be found 
in syllabi as a member of a team as opposed to independent authors. In all 3 tests the department within International 
Affairs serves as a control variable.
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readings by faculty members’ gender. The results de-
picted in Figure 3.1 are consistent with the overall find-
ing that women were included in roughly only 1/3 of all 
assigned readings at GPS during the 2017-18 academic 
school year. What this figure also depicts is the disparity 
between gender representation among faculty in GPS 
courses at UCSD during that school year, with male 

in the middle. First, the results reveal that only one GPS 
Professor assigned readings above parity. Professor U’s 
syllabi contained a proportion of 53% of assigned read-
ings containing at least one female author. Meanwhile, 
only 5% of Professor A’s assigned readings contained at 
least one female author, marking the greatest source of 
disparity in assigned readings amongst faculty at GPS. 

3. Faculty Gender

Do female professors at GPS assign more balanced 
reading materials than male professors? The dataset al-
lows us to answer this question. 

Amongst the 585 assigned articles that have a female 
author, 46% are assigned by female faculty members, 
while 54% are assigned by male faculty members in the 
sample. However, of the 55 UCSD faculty and lecturers 
included in this sample, 67.2% are male, while 32.7% 
are female. This signals that while there is almost no 
difference between the female share of assigned ar-
ticles dependent uponthe faculty member’s gender, 
female faculty members make up a smaller proportion 
of those assigning readings. Because of this, a look 
beyond simple statistics is necessary. 

To investigate the strength of the correlation between 
female authored assigned readings and the faculty 
member’s gender, I ran a regression controlling for 
the departments. I find a strong statistical significance 
with a positive correlation, signaling that female fac-
ulty members are more likely to assign readings with 
female authors, as indicated in Table 3.1. 

Figure 3.1 illustrates the proportion of female assigned 

3 measures the correlation between the author’s gender 
and whether the assigned article was written by more 
than one person. This too resulted in a strongly posi-
tive correlation and statistically significant at the 99.9% 
confidence interval.

2. Findings about Faculty

How does the gender representation disparity look 
between faculty? The dataset allows us to look closely 
at how the gender disparity in reading materials breaks 
down for each faculty member included in the 2017-18 
academic year sample. 

Figure 2.1 depicts the results of select faculty in the 
study using the broadest measurement of gender parity 
as outlined in the definition, observations that include at 
least one female author. The names of the professors are 
omitted for the purpose of this publication. It includes 
both the professors with the greatest parity of gender 
and the least parity, as well as a selection of the results 

(Figure 2.1) Using syllabi available from faculty in the 2017-18 academic year, 
the study found that only one faculty member, “Professor U” in this anonymized 
graphic, created syllabi that had a balanced representation of female authors using 
the broadest measurement of women’s representation. Specifications of the results 
of each faculty member can be made available or requested. 

(Figure 3.1) This figure depicts the breakdown in the share of assigned materials 
by the assigning faculty’s gender. The yellow and red quadrants correspond to the 
share of the materials assigned by male faculty, while the blue and green corre-
spond to those assigned by female faculty. While male faculty assign slightly more 
of the share of articles containing female authors, they make up a much larger 
proportion of faculty at GPS. Only 32.7% of the faculty included in this study 
are women, yet they assign almost half of all articles containing female authors. 

(1)
Author’s Gender

Faculty’s Gender 0.0920***

(0.0218)

Economics 0.293
(0.321)

Political Science 0.311
(0.321)

Management 0.288
(0.322)

_cons -0.0460
(0.321)

N 1996
adj. R2 0.009
rmse 0.453

Standard errors in parentheses
* p < 0.05, ** p < 0.01, *** p < 0.001

(Table 3.1) Regression 1 finds that female faculty are more likely to assign readings 
containing female authors, controlling for department.
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faculty accounting for a much greater share of assigned 
readings than female faculty. Of the 1,996 assigned 
readings in the dataset, 38% of them were assigned by 
female faculty members. While 32.7% of the faculty and 
lecturers in the sample are female, they constitute 38% 
of assigned readings, suggesting that female faculty and 
lecturers may assign slightly more readings than male 
faculty and lecturers.

4. Department

How does this trend look between subjects within 
iternational affairs? The dataset allows us to look closer 
at the breakdown between departments. To do this, I 
categorized GPS courses as either a course in Econom-
ics, Political Science, or Management. 

As depicted in in Figure 4.1, among the courses fo-
cused on economics, 26.0% of assigned readings have a 
female author. This is only 3.3% below the overall aver-
age. However, when I narrow the focus, the results are 
alarming. First, among articles with only one author, 
only 6.0% of those are written by women. Further-
more, in articles with multiple homogenous authors 
only 2.0% of assigned readings are written by two or 
more women. In comparison, articles written by more 
than one man constitute 68% of the readings, while 
heterogeneous authorship constitutes the remaining 
percentage. 

Within Political Science, Figure 4.2 depicts the results 
of the study for GPS. The same overall trend exists as 
with Economics, however Political Science reveals a 
greater proportion of independent female authors than 
Economics. Additionally, in comparison to Figure 4.3 
depicting the trends in Management related courses, 
the proportion of assigned readings containing at least 

one female author is very similar to that of Political 
Science. 

Among all assigned readings in Political Science, 
30% contain a female author at all. Constraining this 
further, among assigned materials containing single 
authors, 20% of readings consist of a single female 
author. Conversely, the results of this study find 80% 
of single author articles are written by men in Political 
Science.  Finally, in the narrowest constraints, among 
assigned materials containing multiple authors, 4.0% 
represent multiple, homogenous female authors while 
54% of assigned readings with multiple authors are 
written by men homogenously. The remaining 46% of 
this narrow constraint represent heterogeneous gender 
authorship. While 4.0% is still strikingly lowly, it is still 
twice as much as within Economics. 

(Figure 4.2) In addition to the two other measurements as outlined in “Defini-
tions,” the study finds papers written by teams of women make up less than 1.0% 
of all assigned material within Management. The study finds that 30% of assigned 
readings in Management feature a female author in any capacity.

(Figure 4.3) In addition to the two other measurements as outlined in “Definitions,” 
the study finds papers written by teams of women make up less than 1.0% of all as-
signed material within Management. The study finds that 30% of assigned readings 
in Management feature a female author in any capacity.

(Figure 4.1) Depicting the three different levels of measurement for women’s rep-
resentation in assigned materials, this figure reveals that within Economics the 
strictest measurement (multiple, homogenous) finds that papers written by teams 
of women make up less than 0.05% of all materials. 
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represented in academia only slightly lower (Figure 5.1). 
Still, women only constitute roughly 1/3 of assigned ma-
terials as outlined in the overall trends. 

However, when stricter constraints are applied on the 
sources written by women and focus on those with 
only one author, the differences between female au-
thors in academia and journalism grow. In Figure 5.2, 
we can see the increased disparity between women in 
academia and women in media sources, with single fe-
male authors only constituting 19% of works published 
by only one author. Whereas women in media repre-
sent 24% of articles assigned with only one author. This 
translates to a 1:5 ratio for women in academia and a 
1:4 ratio for women in journalism. Conversely, men 
make up 81% of single authored assigned materials 
from academia and 76% of single authored assigned 
materials from journalism.

Finally, within Management courses at GPS, there is 
a similar trend as with the other disciplines. Figure 
4.3 depicts an almost identical proportion of female 
authors as Political Science. Differing from Political 
Science though, Management constitutes a smaller 
proportion of independent female authors. Yet, Man-
agement also includes a slightly greater proportion of 
multiple, homogenous female authors in their assigned 
readings. When compared to Economics, there is a 
greater proportion of female authors in all categories 
of the study. The results suggest that depending on 
the selected definition of representation, either Polit-
ical Science or Management is performing the best in 
terms of gender representation.

5. Source type

How does the data look between source types? With-
in this section the differences in gender representation 
between different types of sources included in syllabi as 
teaching tools will be discussed. Faculty assign a variety 
of reading materials throughout the quarter to enable 
student learning. These sources draw from scholarly 
published articles to the Economist or the New York 
Times. A variable to account for the differences between 
these source types is recorded in order to study if a dif-
ferent trend exists between them. Among the readings 
selected for graduate teaching materials in international 
affairs, do women receive greater representation within 
journalistic or academic sources?

The results depicted in the figures throughout section 
five illustrate the trend. At first glance, there is an almost 
equal result between women in journalism and women 
in academia, with the proportion of women authors 

(Figure 5.1) The study finds almost equal treatment between articles published by 
women in media and academic sources.

(Figure 5.2) Of readings written by only one author, women in media share a great-
er proportion than those in academia. 

 (Figure 5.3) For all readings composed of more than one author, assigned read-
ings in academia written by groups of women made up 6.0% while those in media 
comprise just over 15.0%.



 

40 | SPRING 2019 | THE JOURNAL of INTERNATIONAL POLICY SOLUTIONS

In an even narrower look at women’s representation, 
the proportion of assigned readings with multiple, ho-
mogenous authorship by women reveals even greater 
difference. Figure 5.3 depicts this trend. The results 
show the disparity between women depending on 
source types increases once again. Again, women oc-
cupy an even smaller share of assigned readings in this 
category. In academia, homogenous teams of female 
authors make up roughly 6.0% of all works published 
with more than one author. In media sources, teams of 
women make up just over 15% of assigned readings. 

Finally, Figure 5.4 visually compares the difference 
between men and women in this narrowest constraint 
of this study. The green bars depict the trend for 
men within the two types of sources use in the study, 
whereas the purple bars depict the trend previously 
described for women. The left two bars of Figure 5.4 
represent sources in Media and the two bars to the 
right represent sources in academia. The remaining 
share not depicted in this bar graph represents works 
with multiple authors and mix-gendered. 

6. Time 

How does the publication year impact the author’s 
gender? The study shows that assigned readings writ-
ten by women that were included in syllabi had been 
published at far greater frequency 21st century than the 
20th, with even greater frequency since 2010.  Figure 
6.1 depicts this trend with a histogram.

Furthermore, Table 1.1 depicts the results of a regres-
sion testing the correlation of publication year on the 
gender of the author of an assigned reading. It finds a 

strong, statistically significant correlation between the 
two. Figure 6.1 also reveals that a significant number of 
the articles assigned containing a female author come 
after 2010, when the frequency of their presence in 
assigned materials almost doubles. 

DISCUSSION

The results of this study beg the question as to why this 
trend is occurring. Is it that implicit bias is impacting 
the choices faculty make when selecting their assigned 
readings? Or is this a proportional representation of 
the available content published by female writers? Both 
possibilities can be addressed with research and data 
from other sources.

First, discussing the role of implicit bias is critical. It im-
pacts everyday actions, choices, and judgement in ev-
ery part of social life, whether individuals are conscious 
of their bias or not. “Studies of implicit associations 
show that gendered attributes are part of almost every-
one’s preconscious,” states Jane Mansbridge of Harvard 
University. In one study, researchers find that gender 
affects hiring and promotion patterns. The study finds 
that male managers respond with a lessened desire to 
work with an employee who has a woman’s name, but 
not when the employee who has a man’s name even if 
that employee makes a number of irritating negotiating 
demands (Voeten 2013). This study reveals that implicit 
assumptions negatively impact the professional careers 
of women.  

Second, to discuss whether this problem is due to the 
lack of sufficient publications by women, I investigated 
the data regarding women’s enrollment in Political Sci-
ence departments. Trends show more female Political 
Science graduate students, faculty, and tenured faculty 

(Figure 6.1) This histogram counts the number of readings containing a female 
author by year. The years following 2010 show the greatest frequency. Regression 
2 in Table 1.1 also found a positive correlation between publication year and the 
author’s gender. 

 (Figure 5.4) Looking more closely at group authorship, men in both the 
media and academia are included at a much greater proportion than women. 
The greatest disparity is between men and women in academia, where articles 
written by groups of men compose just under 60.0% of assigned readings while 
articles written by groups of women constitute 6.0% of all assigned academic 
readings with multiple authors.
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The results of this study focus on the sources of news 
media, perhaps the equivalent of assigned readings in 
academic syllabi. In another case, freelance journalist 
and self-identified feminist Adrienne LaFrance ana-
lyzes her own work and discovered she only cites wom-
en about a quarter of the time (Leonhardt 2018). While 
my research study looked at the number of women pub-
lishing in media sources, related studies have looked at 
the sources of these published media authors and dis-
covered a significant disparity. 

Issues like this are important to highlight because the 
trend of associating men with “expertise” contributes to 
a lifetime of building implicit bias. The absence of wom-
en as experts in public sources reinforces stereotypes as 
to the appropriate role of women. It further stereotypes 
who is knowledgeable and respected within disciplines. 
While disparity is diminishing over time, Americans 
still see women as a significant majority as faculty and 
students in disciplines such as nursing, English, and 
gender studies while men are continually a significant 
majority of faculty and students in disciplines such as 
economics, statistics, and engineering. 

This partially is due to and in turn contributes further to 
a “role model effect,” where young students form ideas 
of their abilities and aspirations that are reinforced by 
external stimuli (Klar 2016). The ability to envision 
oneself in a position such as CEO, engineer, or doctor 
becomes much easier when an individual is able to see 
or speak to a role model that represents their experi-
ences, whether it be in race, gender, socioeconomic sta-
tus, or a plethora of other diverse characteristics. As an 
example, research has found female students perform 
significantly better in introductory math and science 
courses when they are taught by female faculty. In turn, 
they are more likely to pursue majors in science, tech-
nology, engineering or math after positive performance 
in these fields (Carrell, et al. 2009). In another study 
related to the role model effect, researchers focused on 
the visual teaching materials used in the sciences. They 
find that more men are depicted with a science profes-
sion than women and that more women are depicted as 
teachers than men (Kerhoven, et. al 2016). Subtly, daily 
interactions and associations contribute to the disparity 
found in sectors all over the United States, despite the 
technical potential to have parity. Course syllabi is one 
such source that serves to influence students and can 
have long term impacts by contributing to implicit bias. 

The importance of equality and representation of di-
verse perspectives aside, there are also numerous stud-
ies that find more tangible benefits for parity and di-

decade after decade. In 2010, women made up roughly 
a third of Political Science faculty and more than half 
of graduate students (Shames). This data may indicate 
that results of the GPS focused study are a reflection of 
available content, with women constituting roughly 1/3 
of all Political Science faculty in the United States. This 
alone is not enough to arrive at this conclusion. Rath-
er, data regarding the output and publication rates be-
tween genders is the best indicator of whether this is a 
reflection of what is available for use in syllabi or due to 
implicit bias. One such study examines the publication 
output by graduate student across fields. The results find 
than female student publish 8.5% fewer articles than 
men (Pezzoni, et al. 2016). While this may be initially 
discouraging, section six of the results portion of this 
paper indicates the rapidly increasing frequency of fe-
male authors in articles published after 2010 in syllabi. 
Coupling this information with the changing demo-
graphics of academia, it suggests that this disparity will 
continue to decrease with time. 

Other research in this field has found similar results. For 
one, current research finds that gender of the instruc-
tor for graduate courses matters significantly for what 
type of material is taught. In the first study of its kind 
in International Relations, researchers concluded that 
women tend to cite themselves less than men. Further-
more, they find that men, making up a disproportionate 
share of scholars in the field, tend to cite men more than 
women (Maliniak, et al. 2013). Another study similar-
ly finds that on average, female instructors assign sig-
nificantly more research by female authors than male 
instructors. This result found by Jeff Colgan of the Wat-
son Institute at Brown University is consistent with the 
results found in my study of GPS syllabi. Additionally, 
his study finds that women appear to be considerably 
more reluctant than men to assign their own research 
as required readings (Colgan 2017). Related to another 
variable included in my study, among articles with more 
than one author, mix gender teams are significantly less 
likely to cite publications by female authors in contrast 
to independent female authors (McLaughlin Mitchell, 
et al 2013).  

Examples of related studies do not stop there. In re-
gard to the variables included in my research measur-
ing women’s representation in academic sources versus 
media sources in section five, other scholars too have 
looked more closely at the media. In analyzing the New 
York Times’ coverage of the U.S. presidential prima-
ry, looking at every article from March 2015 through 
January 2016, researchers find that 80% of the Political 
Scientists quoted in those articles are men (Taub 2016). 
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versity. Within business, Gallup finds that companies 
composed of gender diverse teams had higher revenues 
than those that were not. Within retail, they find gen-
der diverse teams correlated with 14% higher revenues 
while those within hospitality had 19% higher average 
quarterly net profits (Badal 2014). Diversity in repre-
sentation and ideas has real benefits, whether nuanced 
or quantifiably testable. 

SOLUTIONS

Whether this is a problem of supply or implicit bias, 
the disparity exists. With increasingly diverse student 
bodies and gender parity amongst students in many de-
partments, crafting teaching materials that reflect the 
diverse perspectives of students is important. Diversi-
fying syllabi to include more recent publications is one 
method to increase the representation of women and 
reflect current research and thought. While the tradi-
tional canon within disciplines such as Political Science 
and Economics may have an important role, moving 
away from antiquated syllabi in favor of constantly 
evolving and dynamic syllabi will inevitably include 
more modern research and understanding of the world 
and academia. However, faculty are not left to their own 
ingenuity to assess their syllabi. Rather, tools exist to 
help curb this problem. 

Dr. Jane Sumner of the University of Minnesota offers a 
solution to gender disparity in syllabi. The Gender Bal-
ance Assessment Tool, which is accessible online, allows 
faculty to upload their syllabus for an immediate assess-
ment of the balance in their syllabus. This tool evaluates 
the probabilistic gender of each name on a syllabus and 
then provides an estimate of what percentage of the au-
thors on a syllabus are women. It even goes a step fur-
ther and assesses the probabilistic breakdown of race 
included in uploaded syllabi. 

Sources such as Women Also Know Stuff offers a data-
base of materials published by women. It aims to pro-
mote the expertise of women by sorting a collection 
of almost 2,000 female scholars and their research. It 
seeks to help balance conferences, panels, syllabi, and 
research. While this platform features women in Po-
litical Science, other such databases exist in the fields 
of Chemistry, History, and many more. Additionally, 
women in Political Science can register to be a featured 
scholar in their database. Other online resources exist 
as well. The website Gender Avenger serves to keep in-
dividuals and organizations accountable for their rep-
resentation of women. It features an online petition for 
men to sign, pledging that they will not serve on an all-
male expert discussion panel and features a page dedi-

cated to rebuttals to common excuses given for not in-
cluding women in panels. 

Another component of incorporating gender into aca-
demia comes from the 1991 American Political Science 
Association recommendation to mainstream gender 
topics in core required courses in the discipline of Polit-
ical Science. This mainstreaming helps to normalize the 
discussion of the topic in the field, rather than saving 
it for the expertise of one or two faculty members to 
teach as an elective (Cassese, et al. 2012). It also helps 
to reinforce the topics of gender as centrally important 
to the understanding of political affairs. Furthermore, 
mainstreaming helps to recruit and retain women in the 
major. Hopefully in turn, the presence of more women 
in the major leads to more female faculty and publica-
tions by women. 

Finally, individual and collective consciousness can help 
to alleviate the problem. Being conscious of one’s own 
implicit bias and assumptions is the first step to better 
advocating and representing others. This skill is im-
portant not only in crafting syllabi, but also as a teacher; 
from small interactions in daily life to office hours and 
lectures.  Understanding the roots and socialization of 
one’s own perspective opens the mind to understanding 
the perspectives of others.

With the issues discussed in mind, Amanda Bittner of 
Memorial University of Newfoundland stated:  

“I assigned course syllabi with very 
few women on them, and I have cer-
tainly written papers that undercite the 
contributions of my female colleagues. I 
didn’t do these things on purpose. I did 
them because these issues were not on 
my radar and I wasn’t thinking about 
them at all.”

Daniel Nexon of Georgetown University summarized 
it well when he said:

“The ‘gender gap’ in citations is rooted 
in syllabi. Our sense of whom we need 
to cite for a particular argument is based 
on whom our instructors placed on the 
syllabus for a particular week. This sug-
gests that with a little bit of effort, and 
the downstream effects of having a high-
er percentage of active female scholars, 
the problem is likely to become less in-
tense over time.”

Revealing room for improvement and a self-check, 
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more progress can be made in the inclusively of exper-
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dents think about the experts in the world. 

CONCLUSION

Sources matter. Diverse experiences shape the way aca-
demics think about research questions and write. These 
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ers produce. When syllabi continue to perpetuate the 
importance of classical publications for study, they are 
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nificantly more work published by men than women. 
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graduate classrooms in International Affairs represent 
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ering the interests of forward looking students rather 
than continually stressing the importance of works writ-
ten several decades ago almost entirely in the perspec-
tive of male authors. The results of this account are sup-
ported by numerous other research studies focusing on 
the role of gender in academia. Many variables may be 
contributing as to why this trend is found today. How-
ever, it is safe to argue that implicit bias is affecting the 
assigned readings used to teach. The evidence found for 
the School of Global Policy and Strategy are consistent 
with other studies, but the graduate program uniquely 
has an opportunity for growth and improvement as a 
result of this targeted study and suggested solutions. 
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INTRODUCTION

FFree Trade Zones (FTZs), defined by the World 
Bank, refer to “duty-free areas, offering … facilities 

for trade, transshipment, and re-export operations” 
(Akinci et al., 2008). With low taxes, tariffs, and insti-
tutional barriers, FTZs have been established around 
the world to stimulate foreign trade and attract foreign 
direct investment (FDI). Some major FTZs around 
the world - including those in New York, Amsterdam, 
Dubai, and Hamburg - have successfully attracted for-
eign capital and promoted domestic economic growth 
(Farole and Akinci, 2011).
China has been constructing FTZs since 2013; the first 
was the Shanghai Pilot FTZ, which has been in devel-
opment for five years as of 2019. As the first FTZ, the 

Shanghai Pilot shoulders the responsibility of attract-
ing foreign investors and improving international com-
merce. However, the Shanghai Pilot FTZ is more of a 
“testing ground:” that is, the central government wants 
to determine whether the FTZ model is suitable for 
economic development in mainland China. As a result, 
the FTZ has been widely seen as an exploration of new 
approaches on how to move forward with reform and 
opening up – one of the most important political tasks 
for contemporary China.

The Shanghai Pilot FTZ has achieved development 
in capital accumulation and foreign trade in its five 
years of operation: official statistics show that as of 
June 2018, 8,696 foreign-invested enterprises have 
been established, collectively bringing in a contractu-
al investment of 110.24 billion dollars (Xinhua News 

The Shanghai Pilot Free Trade Zone (FTZ) is China’s first trial to test the FTZ model, and it has 
achieved growth in both new foreign direct investment (FDI) and foreign trade. Although the 

Chinese government has claimed that the policies it adopted are responsible for economic devel-
opment in the Shanghai Pilot FTZ, few empirical studies exist to support these claims. This essay 
focuses on how the loosening of the “Negative List,” one of the key measures taken by Shanghai 
Pilot FTZ, impacted FDI inflows and foreign trade volumes. A time series analysis provides no 
evidence that the elimination of restrictions in the Negative List influenced Shanghai’s FDI attrac-
tion and total international trade. Based on the results, the essay suggests not to rely on loosening 
the Negative List to stimulate economic growth. Policies including tax relief, currency exchange 
liberalization, and developing the rule of law are all possible approaches to promote economic 
globalization in FTZs in the future.

DOES LOOSENING THE “NEGATIVE LIST” 
STIMULATE FDI INFLOWS AND FOREIGN 
TRADE? 
A Case Study of the Shanghai Pilot 
Free Trade Zone, 2013-2018
Chengyu Fu 
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Agency, 2018). This rapid growth demonstrates the 
feasibility of FTZs across China. Table 1 is the timeline 
of China’s FTZ establishment; we can see that after one 
and a half years’ practice, the Shanghai model was uti-
lized by an increasing number of new pilot zones, and 
now the twelfth FTZ is under construction in Hainan 
Province. As many Chinese media platforms have 
concluded, the Shanghai experience is now treated as 
a great lesson for China’s economic reforms. Both the 
Shanghai Pilot FTZ and the rules, regulations, and 
institutions it has trialed are expected to be the refer-
ence for newly founded pilot FTZs in the future.Of all 
the features adopted by Shanghai Pilot FTZ, one of the 
most significant and consistent is the implementation 
and loosening of the “Negative List” for foreign inves-
tors. Traditionally in China, foreign capital’s access to 
the domestic market was limited by the “positive lists” 
which clarified what sectors were open to non-Chinese 
market participants. The areas outside these positive 
lists were wholly closed to foreign investors. On the 
contrary, the negative list clearly lists all the fields, 
based on local administrators’ executive requirements, 
that are forbidden or restricted to foreign participants 
(Hu, 2014). All parties will have equal entry permis-
sions for all the fields outside the negative list (Xinhua, 
2015), provided that the participants have filed before-
hand.

In the propaganda of official media, the negative lists 
are said to promote the economic performance of the 
FTZs because, theoretically, introducing negative lists 
highly enlarges the areas in which foreign investment 
can participate (The State Council, 2013), which is ex-
actly the original aim of setting up FTZs. Furthermore, 
it may encourage entrepreneurs to enter newly devel-
oped fields, which are all forbidden under the positive 
lists, and may therefore promote innovation. Under 
such logic, the Chinese government has been pushing 
the elimination of restriction terms in the Negative 

List1, to maximize the effect of the list in attracting 
FDI inflows and increasing the volume of imports and 
exports. The reforms and dates can be found in Table 
2, and we can find that the number of forbidden fields 
has been reduced from 190 to only 48, which is a sig-
nificant decrease in restrictions.

Nevertheless, whether loosening the Negative List has 
such a positive effect in China is an open question. 
Some researchers have focused on the list’s impact 
on nation-wide economic performance. For instance, 
Magiera (2011) and Setiawan (2018) discuss the imple-
mentation of negative lists in Indonesia and ASEAN 
countries respectively, but both of them are studies of 
the Southeastern Asian region and involve little about 
the FTZs. Wang (2016) may be the first one to link the 
negative lists with the economic development of FTZs. 
He comprehensively analyzes the content, advantages, 
and the insufficiency of China’s negative list policy for 
increasing FDI and trade. However, he doesn’t provide 
any empirical evidence to prove his arguments. Al-
though some reports and studies in China talk about 
the effect of loosening the Negative Effect on FTZ’s 
performance (Hu, 2017), they use single cases in which 
one or two companies chose to enter the Shanghai 
Pilot FTZ, where the omitted variable bias is easy to 
observe.

As a result, this essay will empirically investigate 
whether reducing restriction conditions in the Neg-
ative List has an impact on FTZ’s economic develop-
ment, and manage to provide practical policy sugges-
tions for the reforms of the Negative List and the FTZs 
in China. We focus on the policy changes in Shanghai 
Pilot FTZ because it is the oldest FTZ in mainland 
China, with a lifespan of five years. And from Table 
2, we can find that the first version of the Negative 
List was used just for the Shanghai Pilot FTZ, which 
indicates that this city has experienced all adjustments 
of the Negative List. Thus, the Pilot FTZ in Shanghai 
is the ideal subject for our estimation of the effect of 
loosening the Negative List.

The second part of this essay will discuss data collec-
tion and the methodology utilized. The third part will 
present the main empirical results, and the last part 
will both draw conclusions and offer suggestions to 
improve China’s Negative List policy and the develop-
ment of the Shanghai Pilot FTZ.

1  To be concise, when I use the “Negative List” later in this essay, I refer to the five 
versions of the “Negative List for Foreign Investment in China” since 2013.

Table 1: Timeline for the Construction of Pilot 
FTZs in China

Date Location
September 29, 2013 Shanghai

April 21, 2015 Guangdong, Tianjin, Fujian
April 1, 2017 Liaoning, Hubei, Shannxi, 

Henan, Chongqing, Sichuan, 
Zhejiang

October 16, 2018 Hainan
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they are sufficient variables to use in our study given 
the data availability limits on the topic. First, these eco-
nomic statistics tend to vary as a result of policy chang-
es. Second, they are evaluating the spill-over effect of 
Shanghai FTZ on the city-level development, which is 
a good proxy of the Pilot FTZ’s economic level. As a 
result, they serve as the most accurate available values 
to measure the FTZ’s performance.  

Thus, for the dependent variables, we collect two types 
of statistics from the Bureau of Statistics. One is the 
sum of the import and export volume of the Shanghai 
Customs area, and the other is the FDI amount prom-
ised by contracts. They are significant indicators of 
economic development, both vary by time, and both 
are directly influenced by policy changes in the Shang-
hai Pilot FTZ.

To examine the relationship between the indepen-
dent and dependent variables, we first assume that 
the reduction of restriction terms in the Negative List 
happens occasionally. Therefore, we can treat whether 
the list is loosened or not as a quasi-random experi-
ment and emphasize its impact on both the short-term 
changes and the long-term trends in foreign trade and 
FDI attraction. By “short-term,” we mean a change in 
trade and FDI observed by the sections not explained 
by monthly or quarterly data just after the imple-
mentation of a newly modified Negative List. And by 
“long-term,” we try to examine whether these versions 
of the Negative List influenced the global trends of FDI 

DATA AND METHODOLOGY

The independent variable in this study is whether loos-
ening of the Negative List takes place or not. Our study 
will utilize Chinese government statistics from 2013 to 
2018 to conduct a time series analysis of changes to the 
negative list. This research design is based on the fact 
that the availability of information related to FTZs in 
China is highly limited. First, most Pilot FTZs are less 
than two years old, so the amount of data is far from 
adequate. Second, most statistics on Pilot FTZs are not 
revealed to the public and can only be found occasion-
ally in newspapers and TV programs. What’s worse, 
media reports are generally not neutral; the govern-
ment’s power will force a consistently positive tone on 
reports about policy changes in FTZs, which may limit 
negative information from being released and bias our 
estimations on the effects of loosening the Negative 
List.

Therefore, it’s difficult for researchers to evaluate FTZ 
policy effects by methods including regressions and 
causal inference. However, we find that the Shanghai 
Bureau of Statistics publishes local economic informa-
tion every month, and some of them (including the 
international trade amount) come from the Shanghai 
Customs. Although these statistics do not directly 
reflect what the Pilot FTZ achieves in the same period, 

Table 2: Timeline for the Development of Shanghai Pilot FTZ and the Negative List
Date Event Note

September 
29, 2013

The Shanghai Pilot FTZ 
was formally established;

The 2013 version of Nega-
tive List was enforced.

The 2013 Version was used just for Shanghai Pilot FTZ, with 190 
field restriction terms included.

June 30, 
2014

The 2014 version of Nega-
tive List was enforced.

The 2014 Version was used just for Shanghai Pilot FTZ, restrict-
ing 139 fields.

December 
28, 2014

The total area of Shanghai 
Pilot FTZ was extended to 
120.72 km2.

120 km2 has become the standard area of FTZs in China, reflect-
ing Shanghai Pilot FTZ’s role as a benchmarking.

May 8, 2015 The 2015 version of Nega-
tive List was enforced.

The 2015 Version was used for four Pilot FTZs, including 122 
restriction terms.

July 10, 2017 The 2017 version of Nega-
tive List was enforced.

The 2017 Version was used for eleven Pilot FTZs and restricted 
on 95 fields.

July 28, 2018 The 2018 version of Nega-
tive List was enforced.

The 2018 Version was used for twelve Pilot FTZs, including only 
48 restricted fields.
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inflows and total foreign trade.

Admittedly, officials administering the FTZ program 
could decide to loosen the list based on its economic 
performance, which would be a form of reverse causal-
ity. For instance, some reports argue that the revision 
of the Negative List is a response to the disappointed 
investors who expect more economic reforms of the 
Chinese market (Margulies, 2014). However, from Ta-
ble 2, we don’t observe any consistent rule of how and 
when these eliminations occur in reality. In addition, 
in Figure 1 and Figure 2, we find no such pattern that 
the release of new Negative Lists is respondent to the 
prominent changes in economic development. Thus, 
we may assume that our argument is not likely to be 
threatened by endogeneity. 

To estimate both short-term and long-term effects of 
the List, our strategy is to use a time series analysis. 
Though this method is generally used for prediction of 
dependent variables, this is not our focus because the 
policy changes are common and difficult to anticipate 
in China. On the other hand, these measurements 
are profoundly affected by global and domestic eco-
nomic growth, which adds to the bias of predictions. 
Therefore, what we focus on is just the direct impact of 
loosening the Negative List on the changes of econom-
ic indicators in Shanghai.  

We first observe the original data line graphs to see if 
time series models are applicable. Figure 1 and Figure 
2 plot the general trend of monthly FDI inflows and 
foreign trade (both are logarithmically transformed) in 
Shanghai, and the dashed lines reflect the dates when 
Negative List restrictions were reduced. From these 
two graphs, we see that the dependent variables have a 
global positive trend, and the seasonal factors are also 
likely to exist, both of which indicate that our model 
selection is acceptable.2 Therefore, it’s reasonable to use 
time series models to combine both global trends and 
seasonal factors. The time series model for the loga-
rithmically transformed variables can be expressed as:

Log (Dependent Indicator) = Trend + Seasonal + Re-
mainders

Since loosening of the Negative List is rare across the 
60 months, we assume that it has little impact on both 
the seasonal factors and the general trend. As a result, 
we can expect that the effect of the Negative List will 
mainly be found in the remainder term, and by seeing 
if the remainders have significant improvement after 
reducing restrictions on the Negative List, we can infer 
whether such policy has the anticipated positive out-
come. Furthermore, we can judge whether our inde-
pendent variables have an impact on overall trends by 
checking if the global trend terms have some inflection 
points around the times of policy changes related to the 
Negative List.

To empirically construct the time series models, we use 
both monthly and quarterly reported numbers of the 
two dependent variables. We expect the monthly data 
to reveal the immediate response of global investors 
on the policy changes, but we also find it possible that 
there is a time gap between policy enforcement and 
market reflection. So using both monthly and quar-
terly statistics will enable us to evaluate the investors’ 
response comprehensively.

Our dataset begins in October 2013 and ends in Sep-
tember 2018, which covers all versions of the Negative 
Lists except for the first one. We don’t extend our da-
tabase for more historical statistics, because the period 
we study covers the whole life of Shanghai Pilot FTZ, 
and thus the time series trends will not be biased by 
whether FTZ exists or not. Also, the first version of the 
Negative List overlaps with the foundation of Shanghai 
Pilot FTZ, which of course impacts the analysis and 
2  Figure 5 and Figure 6 in the Appendix plots the line graph of quarterly statistics 
for the FDI inflows and foreign trade, and they reveal similar patterns with Figure 
1 and Figure 2.
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 growth.

Second, if we concentrate on the values of the remain-
ders around the reform points, we cannot find signifi-
cant patterns, implying that the implementation of the 
new version Negative Lists (where foreign investors 
are allowed to enter more industries) may not lead to a 
growth of remainders, which indicates that we may not 
observe a short-term growth in economic performance 
after the reducing the restrictions in the Negative List. 
On the contrary, we can observe some severe drops of 
remainder terms after a reduction of the Negative List 
is enforced, which indicates an inconsistent impact of 
the policy we study.

To better evaluate this inconsistency, we calculate the 
values of the remainders and present them in Table 3 
and Table 4. From these two charts, we find that the 
immediate responses of market subjects are difficult to 
anticipate: in half of the cases, the FDI inflows decrease 
at the month of policy implementation, and the total 
trade volume even drops at every point in which the 
Negative List is revised. Furthermore, for the next two 
months after policy changes are made, both positive 
and negative remainders are recorded in our tables. 
This instability of coefficients means that there is not a 
consistent positive impact of the policy changes on the 
short-term economic performance of the FTZ. There-
fore, we tend to reject the assumption that loosening 

should not be contained.

In sum, we have the occurrence of adjustments in the 
Negative List as the independent variable, and the 
economic indicators reported by Shanghai Bureau 
of Statistics (the FDI and the total foreign trade) as 
dependent variables. We use time series analysis to de-
compose the economic indicators’ changes and exam-
ine how the loosening of the Negative List affect the 
remainders (short-term effect) and the global trend 
(long-term impact) of the economic performance. 

RESULTS

From the dataset, we get Figure 3 and Figure 4, the de-
composed time-series figures of monthly FDI inflows 
and the foreign trade volume. Both pictures consist 
of four diagrams: the original data, seasonal factors, 
global trends, and remainder terms, and we also draw 
four dashed lines to indicate the point when the re-
duction of restrictions in the Negative List took place. 
The trends and the remainders are what we focus on, 
since global trends reflect the overall development 
speed, while the remainders are indicators of imme-
diate responses to the economic policies. Therefore, 
if loosening the Negative List has some impact on 
economic performance, we would expect an increase 
of either the short-term remainders or the long-term 
growth trends. Thus, we care about how the trends 
and remainders vary after the time points in which 
changes in the Negative List were implemented.

First, there is no overlap between the inflection points 
of the global trends and the time points when the 
Negative List is loosened in both Figure 3 and 4. This 
situation proves that reducing the number of fields 
restricted in the Negative List will not alter the general 
trends of economic development in the Shanghai Pilot 
FTZ, undermining the idea that reducing restrictions 
in the Negative List will influence long-term economic
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the Negative List may promote a short-term increase of 
FDI and foreign trade.

In addition, we have also drawn the decomposed 
time-series plots of quarterly FDI inflows and for-
eign trade with the data we collect, and the results are 
presented in Figure 7 and Figure 8 in the Appendix. 
They have revealed similar phenomenon that, both the 
global trends and the remainder changes are not sig-
nificantly promoted by the loosening of the Negative 
List. Table 5 and 6 in the Appendix also proves that no 
consistent result can be observed regarding the Nega-
tive List’s effect on short-term economic development. 
Thus, even if we are calculating the quarterly economic 
statistics, there is still neither immediate development 
of FDI attraction and foreign trade nor increase in the 
overall economic growth after the reduction of restric-
tions in the Negative List. 

CONCLUSIONS AND POLICY SUGGESTIONS

From the results above, first of all, the short-term 
effects of loosening the Negative List on promot-
ing Shanghai Pilot FTZ’s economic performance is 
in doubt. We examine both monthly and quarterly 
datasets but find no consistent patterns of remainder 
changes.

Second, no evidence can be found that reducing 
restrictions terms in the Negative List will stimulate 
long-term growth in FDI attraction and total foreign 
trade volume. The decomposed time series figures tell 
us that the turning points of global trends fail to over-
lap with the time points when the elimination of the 
Negative List is enforced.

The reasons for the lack of incentives are not the focus 
of this essay. One possible explanation is that the ex-
istence of the Negative List itself reflects a limit of the 
degree to which FTZs can open up to economic global-
ization. Even if the government is making concessions 
regarding the content of the List, the List still discour-
ages some investors from entering Shanghai.

 Therefore, loosening the Negative List may have 
limited positive impact on economic indicators, but 
the reliability and consistency of such an effect are not 
proved by our study. In this case, our recommendation

Third, institutional reforms are even more funda-
mental to FTZ’s long-term growth. What makes 
FTZs, including Hong Kong and Singapore, suc-

is that administrators in both the central government 
and the Pilot FTZs should not expect stimulation of 
foreign trade or FDI when reducing restriction terms 
in the Negative List. Recent news reports indicate that 
the Shanghai Pilot FTZ has just published a negative 
list on the service trade, the first one across Chi-
na. Whether this new negative list will successfully 
promote foreign investment and business, however, is 
doubtful, according to our analysis above.

Drawing on experience from FTZs around the world, 
we would raise three possible approaches through 
which the Shanghai Pilot FTZ can experiment with 
other reforms in the future to stimulate FDI. First, tax 
relief is one of the most common ways to attract for-
eign investors. Hong Kong, one of the most successful 
free trade ports around the world, is famous for its 
low tax rate. The total tax revenue represents 22.9% of 
Hong Kong enterprises’ profits, which is lower than 
not only the corresponding percentage of the econ-
omies in East Asia and the Pacific (34.5%) but also 
the average 41.3% proportion in the OECD countries 
(World Bank, 2013). Although it’s unlikely that the 
Chinese government will reduce the tax rate nation-
ally, carrying out such reforms in the Pilot FTZs is 
possible, and may provide further information on 
the proper proportions to be used to attract foreign 
investment and commerce.

Second, financial policies should be modified to in-
crease the convenience of market participants. One of 
the most significant dimensions is to promote a high-
er level of liberalization in the exchange of currencies 
in FTZs. The Central Bank of China has strict control 
of foreign currencies to avoid the rapid inflow/out-
flow of capital, reducing the potential risk of financial 
crisis. This, however, harms the flexibility of interna-
tional trade. Therefore, with the reality that China will 
not abandon its currency control, convenience should 
be created in FTZs: branches of banks from different 
nations should have some access to the FTZs. Thus, 
companies can open multiple currency accounts and 
use a different currency for trade settlement. The 
Shanghai Pilot FTZ can take this opening up as a 
short-term financial policy trial, and adjust the details 
later on according to the effect of a greater currency 
liberalization. (Ma and McCauley, 2002)
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cessful is not just technical issues but also a good 
environment for international business. It may be 
difficult for mainland FTZs like Shanghai to thor-
oughly imitate the political institutions and legal 
systems of Hong Kong, but there exists a good 
domestic example, Shenzhen, to follow.

Part of Shenzhen is included in the Guangdong 
Pilot FTZ, and the city is working hard to pro-
mote FDI and foreign trade. Considering Hong 
Kong has achieved a rigorous rule of law, and that 
many international investors are initially located 
in regions accustomed to the common law sys-
tem, Shenzhen has adopted two ways to improve 
the quality of its institutions. First, Shenzhen has 
established an International Committee of Ar-
bitration. To protect the neutrality of the Court, 
Shenzhen introduced a corporate governance 
mechanism, with an international council serving 
as the center, and now one-third of all the coun-
cil members are from outside mainland China 
(Zhang, 2016). The arbitration of this Committee 
has been widely accepted by courts in Hong Kong, 
indicating Shenzhen’s ability to help resolve dis-
putes in international commerce via institutional 
approaches. Although other FTZs are not close to 
Hong Kong, they can still learn from Shenzhen’s 
practice and try to establish arbitration institutes 
that are both neutral and globalized.

Shenzhen’s second improvement in institutional 
quality is that the municipal government allows 
law offices in Hong Kong and other countries, 
jointly with local lawyers, to establish representa-
tive offices in the FTZ. Consequently, these joint 
offices are able to provide cross-border legal ser-
vices to both Chinese and foreign clients, which 
reduces the investors’ expectation of lawsuit risks 
and draws their attention from Hong Kong to 
Shenzhen. Therefore, the trial for joint venture 
law offices has been proven possible in China, and 
Pilot FTZs, including Shanghai, should take this 
chance to enhance its nomocracy performance, 
appealing to foreign investments in the long run.
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INTRODUCTION

Tourism’s prominence has risen in the last few 
years. 2017 was declared the International Year of 

Sustainable Tourism for Development by the United 
Nations and its World Tourism Organization (UN-
WTO). Some figures estimate that the tourism sector 
accounts for nearly 10% of the World’s GDP (World 
Tourism Organization, 2017). In 2010, tourism ser-
vices were provided to 940 million people and, accord-
ing to user growth forecasts, the tourism sector is pro-
jected to serve 1.8 billion users by 2030 (Epler Wood, 
2017). As a potential tool for poverty alleviation, 
unemployment reduction, and environmental and 
patrimonial protection, tourism has become a valuable 
avenue in achieving the UN Sustainable Development 
Goals (SDGs) for 2030.

In order to help combat climate change and environ-
mental degradation, the tourism sector has pledged 
to lower its carbon footprint by decreasing the levels 
of CO2 emitted by the providers (UNTWO). Sustain-
able tourism has the potential for growth in upcoming 
years due to its promising economic benefits and ad-
vocacy efforts from the UN (Ayeni, 2013). The sector 
is also promoting incentives such as skill development 

programs, loans for tourism-related entrepreneurial 
activities, and sustainability certificates to encourage 
companies to adopt sustainable tourism practices.

Despite these optimistic economic forecasts and 
pro-sustainability intentions, the effects of sustainable 
tourism have not been thoroughly researched. Few 
agreements have been reached over the potential ben-
efits sustainable tourism can provide for development 
and environmental efforts. Some studies have indicat-
ed that there is a heterogeneous effect of sustainable 
tourism on developing and developed countries with 
developed countries and luxury hotel brands enjoying 
the positive economic effects of eco-labeling schemes 
and voluntary sustainable certification programs (Ri-
vera, 2002; Sasidharan, Sirakaya, & Kerstetter, 2002). 
Moreover, the definition of ‘sustainable tourism’ is sub-
ject to a myriad of interpretations, making it difficult 
to accurately measure. 

This paper aims to evaluate and analyze sustainable 
certificate policy for tourism operators in Costa Rica. 
In order to achieve this goal, the first section will try 
to untangle the concept of sustainable tourism. The 
second section will discuss the selection of the Cos-
ta Rican case. The third section will respond to the 
enterprises’ motivations to undertake the voluntary 

TThe effects of sustainable tourism have not been thoroughly researched and few agreements 
have been reached over its potential benefits for development and environmental efforts. This 

paper evaluates sustainable certificate policy for tourism operators in Costa Rica. The different 
studies discussed reveal plausible effects of voluntary sustainable certificates on firms and con-
sumers’ behavior from the Ecologic Blue Flag, Code of Conduct Certificate, and Certificate for 
Sustainable Tourism programs.   The fact that the processes are voluntary can leave plenty of room 
to other actors to take advantage of the holes left by certifying firms.  Effects of the programs in-
clude increased willingness to pay for green premiums.
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This particular definition seems to imply three different 
but simultaneous goals that sustainable tourism should 
achieve (Carter 1993 cited in Liu, 2003). First, sustain-
able tourism should help the host population meet its 
economic needs in a way where growth can be sus-
tained for longer periods of time. Second, the activities 
involved with sustainable tourism must try to meet the 
demands of the tourists in order to maintain the flow 
of consumers and the growth within this sector. Finally, 
sustainable tourism should make sure it is safeguarding 
the natural environment and minimizing the harmful 
effects of tourism. For firms or governments that pro-
mote this type of tourism, these three goals imply that 
while making some decisions about tourism opera-
tions, it is necessary to make some trade-offs between. 

It is important to note the potential weakness of the 
definition selected for this paper. Firstly, this definition 
lacks a distinct and unambiguous causal path between 
sustainable tourism and environmental protection. 
There might be multiple paths and potential interven-
ing variables mediating the relationship. Some of the 
most often cited mechanisms where sustainable tour-
ism positively impacts the environment revolve around 
the reduction of carbon and natural gas emissions; 
improving the carrying capacity of the environment; 
control over tourism; and restrictions to mobility. 

A second critique is that the definition seems to imply 
that new tourism operations should be implemented 
in more environmentally conscious ways, but in turn 
lacks an explanation of how to alter existing practices 
or offer explicit recommendations that would make 
tourism operation more intentional about avoiding 
negative environmental impacts (Butler, 1999). This 
particular fact illustrates an idea where sustainable 
tourism is not a retrospective activity but rather some-
thing that will start today and continue for an indefi-
nite period.  Related to the previous deficiencies, it is 
important to mention that the definition is ambiguous 
about how sustainable tourism and a better environ-
ment are measured. This can lead to potentially inter-
nal validity concerns and will make the dialogue and 
possible comparison between different measurement 
approaches more challenging.

The final weakness is that the definition unravels sus-
tainable tourism as something inherently good without 
questioning the possible repercussions on the hosting 
communities (Butler, 1999).  There might exist some 
cases where a sustainable approach to tourism might 

certification process. The fourth section will analyze 
the factors that drive the demand for certificates taking 
into account the literature of green premiums. The fifth 
section will present a succinct discussion of the Costa 
Rican policy. 

THE CONCEPT OF SUSTAINABLE TOURISM 

One of the biggest issues within sustainable devel-
opment is the lack of an agreed upon definition of 
‘sustainable tourism’. Most authors and international 
organizations use some variation of the most accepted 
definitions in attempt to either increase or decrease the 
number of cases where the definition can apply. The 
concept consequently loses its connotative precision 
due to its ambiguity or its extreme narrowness. This 
results in a conceptual stretching that can leave the 
concept useless when put to the task of comparing or 
distinguishing between cases (Collier & Mahon, 1993; 
Sartori, 2009). 

Part of the conceptual conundrum with respect to sus-
tainable tourism comes from a historical lack of shared 
understanding of the concept of sustainability itself. 
Sustainable tourism became a prominent topic on 
the research agenda in the 1970s and shared the same 
preoccupation about the future of the world, given the 
economic and growth patterns at that time. However, 
despite having a clear mission regarding a sustainable 
future, the actual definition of what sustainability en-
tails was and remains a contested one (Mebratu, 1998). 
According to Woodhouse (2002), the relationship 
between the individual and the environment can have 
three different approaches: utilitarian, romantic, and 
administrative. A utilitarian relationship represents 
human dominance over nature, a romantic relation-
ship resembles nature’s dominance over humans, and 
an administrative relationship relates to the reasonable 
use of nature by humans. In this fashion, the sustain-
able approach will be dependent on the theoretical 
consideration of the relationship between humans and 
nature. 

In order to avoid multiple considerations of the same 
term, this paper will use the definition from the UNW-
TO:

“Tourism that takes full account of its current and future 
economic, social and environmental impacts, address-
ing the needs of visitors, the industry, the environment 
and host communities” (World Tourism Organization, 
2017)



 

56 | SPRING 2019 | THE JOURNAL of INTERNATIONAL POLICY SOLUTIONS

bring more harm than good to the environment. For 
example, Mejía & Brandt (2017) explain that one of the 
major challenges of tourism in the Galápagos Islands is 
the possibility that tourists bring alien seeds or bacteria 
to the protected areas which can have detrimental ef-
fects on the island’s flora and fauna. On the other hand, 
Blackman, Naranjo, Robalino, Alpízar & Rivera (2014) 
explain that good results in certification processes 
might drive more businesses to the area, increasing the 
pressure on the environment. 

COSTA RICAN CASE: 

TOURISM AND VOLUNTARY CERTIFICATES

Costa Rica is a small Central American nation that 
stands out in the region due to its lack of a military and 
its progressive set of national environmental policies. 
In the past decades, the country has experienced a 
boom in its tourism sector which has made the indus-
try a major engine of growth in the country (Costa 
Rican Government, 2017). Figure 1 plots the number 
of foreigner arrivals to Costa Rica since the 1950s and 
illustrates a clear upward trend (ICT, 2017). From 
1950 to 1970, the growth in the number of arrivals 
was relatively stable, but after 1970 the upward slope 
becomes more pronounced. According to the 2017 sta-
tistics available at the Costa Rican Institute of Tourism 
(Instituto Costarricense de Turismo, ICT), the major-
ity of tourists are from the United States and Europe 
and their primary motivation for visiting Costa Rica 
is vacation. Furthermore, according to a survey con-
ducted by the ICT in 2016, the most popular activities 
for people staying in the country include “going to the 
beach” and “ecotourism” (ICT, 2017a). 

This has affected the overall economy, as Costa Rica 
is growing as a result of the dynamism of its ecotour-
ism sector. Figure 2 shows the amount of spending 
by non-Costa Rican tourists as a percentage of GDP 
between 2009 and 2015. Overall, tourism has account-
ed on average for 5.16% of the Costa Rican GDP in the 
period illustrated in the graph. Likewise, Figure 2 also 
exhibits the behavior of the total spending by tourists 
in millions of USDs. In this case, the slope is always 
positive which means that spending has increased. 
However, the period between 2009 and 2012 marks a 
decline in spending as a percentage of GDP, indicating 
that the country’s growth occurred outside this sector. 
However, after 2012 both lines show a positive slope, 
displaying a stronger effect of tourism on the country’s 

growth. 

The tourism industry in Costa Rica has been synon-
ymous to the concept of sustainable development as 
part of the government’s bet that this will produce 
greener and sustainable economic growth. The gov-
ernment has launched three different certification 
programs for operators of tourism services. The first 
is the Ecologic Blue Flag (BF) program, adopted in 
1998 by permitting communities to certify the sustain-
ability of tourism in their beaches (ICT, 2016a). This 
voluntary certification evaluates beaches according to 
the health of the water and the organisms living in it, 
the sanitation of the water for human enjoyment, and 
environmental education. Communities must create a 
series of committees that include individuals from the 
private sector, tourist operations, the local government, 
and community leaders. This program is widespread 
around the country, as can be seen in Figure 3, and it 
now include 9 additional categories. The evaluation 
system is well defined, and the certifications are issued 
annually. 

The second program is the Code of Conduct Certif-
icate (CC), which has the primary goal of protecting 
children and teenagers from risks associated with tour-
ism, such as sexual exploitation and child labor (ICT, 
2016b). This program is targeted at lodging centers, 
tour operators, car rental centers, and theme parks. 

The third program is the Certificate for Sustainable 
Tourism (CST), and will be the central focus of this pa-
per. It was implemented in the early 2000s. According 
to its webpage, the certifications serve as a mechanism 
to “make sustainability a practical and necessary reality 
within the context of the country’s competitiveness in 
tourism, while looking to improve the way that natu-
ral and social resources are used, encourage the active 
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es as the full coordinators of the ecofriendly schemes.

The CST program has been evaluated before in a 
previous series of studies, but the main types of firms 
being analyzed were hotels (Blackman et al., 2014; 
Rivera, 2002; Silva, 2003). This is presumably the 
result of a greater number of lodging firms that apply 
for the program. However, the impact on other types 
of tourism service providers is unexplored. Figure 4 
shows the total number of accredited firms by subsec-
tor in 2016, which totaled 361. The graph displays that 
the categories with less certificates are Theme Parks 
(16), Marine and Coastal Agencies (13), Restaurants 
(6) and Car rentals (9), which might indicate that it is 
harder for these firms to obtain the certificates, or that 
they are not interested in doing so. On the other hand, 
it illustrates more variability between the 236 lodging 
companies and the 81 tour agencies that are certified. 
It is important to highlight that the most common cat-
egory level was 4 out of 5, and that most of the certified 
agencies were concentrated on the high score spectrum 
of the CST. 

Due to the fact that both tourism and sustainability 
are key components of the Costa Rican economy, the 
CST in Costa Rica is a good case study to demonstrate 
how voluntary sustainable certificates work, specifical-
ly, looking at service providers outside lodging in the 
tourism industry. The next section will explain some of 
the past studies on green certificates in other contexts.

participation of local communities and provide a new 
source of competitiveness within the business sector.” 
(ICT, 2017b). By voluntarily applying for the certifi-
cate, the company or tour operator can gain benefits 
such as the elimination of fees for state sponsored 
fairs, the promotion of their business with the use of 
the verified label to attract more consumers, and the 
chance to be listed on the country’s official tourism 
website. Benefits also increase depending on the rating 
received by the company. More highly rated firms 
receive access to additional benefits including access to 
international and national publicity, training programs 
for their workers, access to multiple media outlets, and 
the option of using the country’s own tourism brand 
(Costa Rican Government, 2016).

The CST is given to businesses that comply with a 
set of objectives related to the physical and biological 
well-being of the environment; acceptable internal 
processes linked to waste management; the use of 
technologies to conserve water and electricity; and 
the maintenance of good relations with clients and the 
socioeconomic environment where they work. With 
these objectives, the Costa Rican National Accredi-
tation Commission conducts a survey to determine 
the sustainability level of the company, with the rating 
ranging from 1 (least sustainable) to 5 (most sustain-
able). The target group for this certificate is the com-
panies that provide tourist lodging, but the certificate 
was extended to a broader audience by including other 
non-lodging tourism companies like gastronomical 
enterprises, tour operators and car rentals. It is import-
ant to highlight that some government officials think 
that the CST is not tied to the community but instead 
has favored other groups in society (Silva, 2003). This 
therefore makes it incompatible with our definition of 
sustainable development, leaving the private enterpris-

Figure 3: Map of BF committees in Costa Rica

Source: Instituto Costarricense de Turismo 
-ICT- (2017a)
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THE SUPPLY SIDE: WHY ARE VOLUNTARY 
CERTIFICATES A GOOD IDEA? 

As mentioned in the previous section, the CST is a 
voluntary sustainability certificate (VSC) that firms 
acquire by satisfying certain conditions established 
by the certificate and are audited by an independent 
agency. Voluntary sustainability certificates exist be-
cause environmental quality is often something hard to 
observe when consuming a good. Thus, there is infor-
mational asymmetry between consumers and produc-
ers about how green a product is, or its supply chain 
(Podhorsky, 2016). These policy mechanisms occur 
in contexts where effective regulation is lacking. As a 
result, they become substitutes of said policies. Good 
green certificates work when they are context specific 
to the location, they managed to create an informa-
tional agreement between different relevant actors, and 
audit and assessment procedures are clear and trans-
parent (Buckley, 2002).

Typically, ecolabels or VSCs are the result of an analy-
sis of how tourism operators affect the environment in 
the place where their services are provided. After this 
environmental impact evaluation, some assessment 
criterion are developed which leads to an award if the 
criterion are met. The process then repeats during 
yearly assessments. However, this process might be 
defective as it gives the firms with more resources – 
namely time and money -- more voice in defining the 
assessment criteria in a way that is favorable for them 
(Sasidharan et al., 2002). The definition of the political 
economy of green certificates should be a topic that 
receives more focus, especially in qualitative analysis of 
this subject. 

One of the incentives for a firm to obtain a VSC is to 
send a differential signal to the consumer. This way it is 

not only able to communicate its concerns for the envi-
ronment but can also differentiate itself among firms in 
order to become more competitive. This way, the firms 
are able to achieve a product heterogeneity that would 
allow them to charge higher or at least differential 
prices to the consumer. As a result, shares can increase 
in existing or new markets (Teisl, Roe, & Levy, 1999) 
in what Blanco, Rey-Maquieira, & Lozano (2009) 
define as a demand driven effect. This is important 
because VSC’s are not cost reduction strategies, but 
rather mechanisms that affect the demand curve of the 
provided service, which in this case is tourism. Other 
incentives tourism firms might have, such as lodgings 
with green certificates, are able to retain highly moti-
vated employees and cultivate guest loyalty (Lee, Hsu, 
Han, & Kim, 2010).

This signaling by tourism firms that obtain VSCs might 
not only be targeted to consumers, but also to potential 
investors. Robinson, Kleffner, and Bertels (2011) find a 
correlation between the price share of North American 
companies and the inclusion in the Dow Jones Sustain-
ability Index. Similarly, Foster and Gutierrez (2013) 
explain that in Mexico, VSCs can give capital hold-
ers information about the firm’s costs of compliance, 
which can lead to an increase in future investments. 
Hence, the effect of the certification processes might 
not only be through a demand driven mechanism but 
also through an increase in assets or equity. The exam-
ples used do not necessarily correspond to the tourism 
sector, but it is possible to create an analogy where 
an increase in demand for a particular service might 
increase its investment. 

As hinted in previous sections, VSCs might not always 
produce the desired consequences of diminishing 
environmental damage. For example, if the adoption of 
a green label increases the consumption of that tourist 
product, then there will be more demand for it and in-
creased pressure to provide it. If a certified marine and 
coastal tour guide has perceived a shock in the demand 
function, she will have an incentive to increase her 
operations by purchasing a second or third gasoline 
boat that will enable the tour guide to earn more profit, 
but in turn could have negative effects on the environ-
ment. However, if that tour guide is not the only one 
perceiving the change, the likelihood of an increase in 
the number of boats will escalate. Consequently, the 
damage to the environment could have a multiplicative 
effect. 
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between the public and the private interests. Accord-
ing to Jack, Kousky and Sims (2008), when there is 
an alignment, optimal provision of the good/service 
might be easily reached. However, the opposite does 
not occur. When the interests of the public and the 
private agents differ, the provision will be suboptimal. 
This is usually the case with sustainable tourism. That 
is why the VSC tries to make private entities internalize 
the negative externality and promote safer conditions 
for the environment. However, these incentives can 
be altered by revealing consumers’ willingness to pay 
(WTP) for green premiums. If this is the case, we can 
pinpoint the demand driven effect explained in the 
previous section.

Today, individuals realize that their purchasing de-
cisions have direct influence over the environment. 
This has encouraged people to be willing to pay extra 
money for products that will be more ecofriendly 
and less harmful to the environment, giving rise to a 
socially conscious consumer (Laroche, Bergeron, & 
Barbaro-Forleo, 2001; Lee et al., 2010). However, it is 
important to ensure that the signal is well received by 
potential consumers in order to increase sales. If the 
signal is received incorrectly or is hard to read, then 
informational problems will arise between producers 
and consumers, leading to a suboptimal provision of 
touristic goods even in the presence of socially con-
scious agents.

According to some studies, the WTP for environ-
mental premiums is related to two types of values that 
influence behavior. The first one is collectivism, which 
“implies cooperation, helpfulness, and consideration 
of the goals of the group relative to the individual. 
Being a collectivist means that one may forego individ-
ual motivations for that which is good for the group.” 
(Laroche et al., 2001, p. 506). In this regard, individuals 
who are more collectivist rather than individualist will 
have, theoretically, higher WTP for green premiums. 
The second value is that of materialism. “Materialistic 
tourists therefore are less concerned about overcon-
suming scarce resources as long as doing so provides 
other benefits; they evaluate public goods according to 
personal benefits rather than the value inherent in their 
existence” (Hultman, Kazeminia, & Ghasemi, 2015, 
p. 1856). Consumers that are more materialistic will 
be less willing to pay for the green premiums. On this 
matter, Meleddu and Pulina (2016) note a study in Italy 
where less materialistic individuals tend to have bigger 
WTP for sustainable tourism premiums. 

An additional problem with VSCs is that they typi-
cally focus on only one environmental issue. In the 
Costa Rican case, there are three different certificates 
for sustainability in tourism, each having a different 
emphasis and diverse requirements. This can potential-
ly create disincentives for firms, as they might choose 
the least costly certificate instead of the one with the 
most rigorous assessment. Conversely, the high num-
ber of VSCs might generate uncertainty for consum-
ers as they are unable to distinguish between labels 
(Harbaugh, Maxwell, & Roussillon, 2011). In this case, 
there will be no demand effect because the consumers 
are unable to read the signal and the firm incurs great-
er costs to comply with the VCF. Hence, the firm will 
be in a worse situation than it was initially without the 
certificate Additionally, the consumer will not be able 
to maximize its utility function if part of its preferred 
consumption bundle comes from sustainable tourism. 

Rivera (2002) was one of the first scholars to analyze 
the CST in Costa Rica. Using a panel estimation for 
hotels under the CST, he finds that participating in 
the certification process alone is not enough to yield 
higher prices or sales. The demand effect is only 
available for those hotels that hold high environmental 
standards. However, when analyzing the BF program 
in Costa Rica, Blackman, Naranjo, Robalino, Alpízar, 
& Rivera (2014) provide evidence that the program led 
to higher investments in hotels, and particularly luxury 
accommodations.  In the authors’ words “[p]resum-
ably, BF certification gives tourists a credible signal of 
overall environmental quality of beach communities 
and therefore increases demand for hotel rooms in cer-
tified beach communities. BF’s” (p. 50). The interesting 
finding in this set of results is that the data set used 
by both studies is the same, or has only gone through 
minimal changes, but the questions the authors ask 
and the VSC being analyzed are different. However, 
given the unavailability of public data or other studies 
on the subject, this raises questions about the quality of 
the dataset and their results. Independent of this, both 
articles use a more statistical technique that enables 
comparisons across time, which is a step forward from 
the mostly qualitative approaches to tourism analysis 
in developing nations.

THE DEMAND SIDE: WILLINGNESS TO PAY 
AND GREEN PREMIUMS

The coordination for the provision of an environmen-
tal good is influenced by the type of alignment present 
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Another factor that might have an influence on the 
WTP for green services is environmental literacy. This 
term refers “to knowledge on environmental issues 
also the ability to synthesize holistically by the per-
sonal learning process” (Ramdas & Mohamed, 2014, 
p. 379). The effects of this particular factor are mixed. 
Ramdas and Mohamed (2014) find that environmental 
literacy is essential to understand the WTP for green 
tourism in small island nations, while Laroche et al. 
(2001), after conducting a survey in the UK, failed to 
find statistical differences in environmental literacy be-
tween the groups they analyze. More research should 
be conducted in order to discern not only the meaning 
of environmental literacy but also the proper way to 
measure it when realizing WTP techniques. 

In academic fields besides tourism, research about 
the valuation of environmental services seem to find 
evidence of the existence of green premiums. A study 
about green electricity conducted in the US, Roe et al. 
(2001) found that individuals are willing to pay a pre-
mium on cleaner energy sources that decrease carbon 
emissions. Moreover, the work of Greenstone & Jack 
(2015) explains how willingness to pay can differ in de-
veloped and developing countries through the effects 
in consumption. This particular effect is important to 
highlight, as most of the contingent valuations of en-
vironmental services have been analyzed in developed 
countries and are assumed to behave the same way in 
developing ones. 

On the references consulted, there is an apparent trend 
in conducting more qualitative case studies rather than 
quantitative, specifically large-n analysis. This tends 
to be the case due to the difficulty of obtaining data. 
Some tourism providers act in small areas and occa-
sionally in the informal sector, which makes gathering 
information more difficult. Despite this, some of the 
research has used representative surveys in developed 
countries, specifically in the UK, to analyze the atti-
tudes and behaviors towards environmentally friendly 
touristic attractions or residences. The results of these 
surveys seem to indicate that families with children, 
married individuals, and gender were the only vari-
ables that generated significant differences in the eval-
uation of environmental attitudes (Borden, Coles, & 
Shaw, 2017; Laroche et al., 2001). People who present-
ed these characteristics tend to be more prone to pay 
an environmental premium. Nevertheless, it prompts 
us to ask ourselves if these studies are externally valid 
and replicable, or applicable to other cases. 

One of the biggest problems with WTP is that the 
actual effects are hard to measure, specifically when 
using a contingent valuation because the stated prefer-
ences might be different than the revealed one. There 
is a chance that under contingency valuation methods 
the real preferences of the individuals might not be 
captured, as there is not a commitment to the valua-
tion. For example, in a study by Teisl et al. (1999) the 
results show that green certificates are more likely to 
affect the rankings of the products, rather than the 
choice and subsequent purchase. Accordingly, the 
calculation of green premiums needs to sometimes be 
taken with a grain of salt.

FINAL REMARKS 

The different studies discussed above reveal the plausi-
ble effects of voluntary sustainable certificates on firms 
and consumers’ behavior. Nonetheless, the impacts on 
the environment are yet to be seen or scrutinized. Most 
of the literature on green certificates and VSCs tries 
to understand the logic of accepting the accreditation 
processes but lack a proper analysis of the impacts of 
the certificates on the environment. More attention is 
needed on the results of the certificate assessment and 
auditing process in order to be able to correctly mea-
sure how certified firms might change their environ-
mental priorities after going through the certification 
process. The fact that the processes are voluntary can 
leave plenty of room to other actors to take advantage 
of the holes left by certifying firms. This paper could 
not find the actual number of hotels or tourist provid-
ers in Costa Rica, but certainly Figure 4 is only a subset 
of the total number of tourism service providers. 

As a way of conclusion, it is possible to think that 
the CST for non-lodging tourism operators might 
spur a demand driven effect with incentives for small 
businesses to expand and generate a greater desire to 
preserve the environment. This will be consequent to 
the existence of individuals who are willing to pay the 
green premium of these services. This potential out-
come should be considered carefully by the Costa Ri-
can government, as a substantial part of the country’s 
GDP depends on sustainable tourism. It is important 
to mention that the multiple definitions of sustainable 
tourism that Costa Rica uses shows the ambiguity in 
this concept of sustainability. As a result, multiple defi-
nitions of the same concepts might generate various 
types of certificates that could confuse consumers rath-
er than giving them relevant information (Podhorsky, 
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This study evaluates the association between introducing mobile money technology and in-
ternational remittances to home countries using data from the GSMA intelligence mobile 

money deployment tracker, the World Bank, and the United Nations Population Division. Using 
a two-way fixed effects model, we find that a country’s adoption of mobile money international 
remittance technology is associated with a $55 increase in remittance per capita in countries with 
a positive stock of emigrants. This increases to about $73 when using measures above or below 
median emigrant stock rather than a centered stock of emigrants. On a regional scale, the technol-
ogy is associated with remittance per capita increases of about $55 in South Asia, $65 in East Asia 
and the Pacific, and $87 in Europe and Central Asia. In contrast, the study finds no significant 
relationship between countries adopting the technology and international remittances in Sub-Sa-
haran Africa, Latin America, or the Caribbean; suggesting mobile money firms in these regions 
capture profits from intra-country capital transfers rather than cross-border remittance transfers. 
Given the prevalence of South-South migration in these regions where a relationship between the 
technology and international remittances is not observed, findings may imply that making trans-
fers out of developing countries easier could better facilitate international remittance flows into 
Sub-Saharan Africa, Latin America, and the Caribbean.
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INTRODUCTION

In 2015, some 247 million people lived outside of 
their countries of birth; up from 175 million in 2000 

(Ratha et al. 2016). These emigrants sent an estimated 
601 billion USD home in 2015, with approximately 
73% of that going to developing countries as interna-
tional aid. These remittances are about three times as 
large as the official development assistance given to 
these nations.  Given the likelihood of informal trans-
fers, this amount could be an understatement (Adams 
Jr and Page 2005).

The literature on the role of remittances in econom-
ic growth is well established. Mundaca (2009), for 
instance, finds that remittances have positive and sig-
nificant long-run effects on growth in Latin America 

and the Caribbean by contributing to financial devel-
opment. Similarly, Giuliano and Ruiz-Arranz (2009) 
find that remittances boost growth in countries with 
less developed financial systems by providing them 
with an alternative way to fund investment and thus 
overcome liquidity constraints.

On a micro-level, others have argued that remittances 
induce financial literacy among households, thereby 
stimulating the demand for financial products and 
services offered by banks to recipient households 
(Orozco and Fedewa 2006). Woodruff and Zenteno 
(2001) study 6,000 small firms in Mexico and estimate 
that about 20% of capital invested in these microen-
terprises come from remittances and cumulatively 
represent about 1.85 billion USD. Anzoategui et al. 
(2014) finds that Salvadoran households receiving 
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DATA AND METHODS

The measure of mobile money technology adoption 
used is sourced from the GSMA Intelligence Mobile 
Money Deployment Tracker. This program works 
with mobile money firms to create a database of live 
and planned mobile money services in the develop-
ing world. The data contains 276 mobile money firms 
across 90 countries. Of these firms, 112, or 40% of 
the firms operating in 56 countries, have the ability to 
process international remittances. The year in which 
the firm was launched has been used to construct 
the treatment variable. This dummy variable equals 1 
from the time the country switched on the technology 
to 2016 (the end of the panel data used in this analy-
sis) and equals 0 otherwise.

Remittance inflow data is sourced from the World 
Bank’s Annual Remittance Database. This measure is 
the main outcome variable of the analysis. Two con-
trol variables from the World Bank’s World Develop-
ment Indicators database are used: GDP per capita, 
(PPP 2011 international $) and total population. GDP 
per capita is controlled for because it is likely correlat-
ed with both technology adoption and remittance 
inflows in a way that would bias findings. Population 
size is used to control for cross-country variation in 
remittance inflows caused by their size. This is partic-
ularly important, first because large remittance recip-
ients tend to be countries with large populations such 
as India, China, the Philippines, Mexico, Pakistan and 
Nigeria and secondly, because mobile money firms 
may be more likely to enter these countries under the 
assumption that a large population provides a large 
market for their product.

A country’s stock of emigrants is also used as a con-
trol variable. To generate this measure, data was taken 
from the United Nations Population Division on the 
total number of people living outside of their country 
of birth and the total number relative to the total pop-
ulation. Given that these data are available every 10 
years beginning in 1990, linear interpolation between 
1990 and 2000 and each 5-year period afterwards was 
used to fill the missing data. While this is an imperfect 
measure, it allows for a sufficiently large sample size 
necessary to explore variation between year. 

remittances are more likely to use deposit accounts 
but are not more likely to demand and use credit from 
formal institutions. They hypothesize that remittances 
relax the credit constraint and encourage households 
to save.

According to the Global System for Mobile Commu-
nications (GSMA), about 5 billion people were con-
nected to mobile services by 2017 (about 3.3 billion 
were mobile internet users, of which approximately 
57% used a smartphone). The ubiquitous nature of 
the mobile phone has come with seemingly endless 
possibilities.This ubiquity has led firms to innovate 
and create technologies that provide a digital trans-
fer of payments through cell phones, better known 
as mobile money. The technology is fast, secure and 
has grown in popularity because it gives individuals 
access to an electronic wallet, which is beneficial for 
those without bank accounts. It also tends to cost less 
than traditional transfer methods. These services are 
typically regulated by national governments and have 
allowed access to populations locked out of participat-
ing in formal financial services, increasing the percent 
of banked adults from 51% in 2011 to 62% in 2014, 
according to the World Bank’s Universal Financial 
Access Report. Moreover, according to the Europe-
an Payments Council (2017), “these new technology 
solutions provide direct improvement to operations 
efficiency, ultimately resulting in cost savings”. By 
studying the effects of mobile money internation-
al remittance technology on remittance flows, this 
paper attempts to test one mechanism by which this 
statement may be true. The following section explains 
the data and methods used, section III presents and 
discusses the results while section IV concludes.

Figure 1 Remittances received exceeded net Official Devel-
opment Assistance after 1980, World Bank WDI.
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Estimation Strategy 

The following estimated equation tests the hypothesis: 
yt = αi + δt + βitLogGDPperCapitait+ωTreatmentit + 
νEmigStockit+ τTreatmentit *EmigStockit + µit,(1) 

where yit equals the amount of remittance per capita 
country i receivers in time t. αi is a country-level fixed 
effect, δt is a time-fixed effect, and µit is a mean zero 
error term. τ is the main coefficient of interest and 
represents the partial marginal effect of a country 
“switching on” an international remittance mobile 
money technology conditional on average demand-
ed stock of emigrants. This centered interaction in 
the model is included because it is expected that the 
relationship between remittance per capita and the 
treatment will depend on the magnitude of the stock 
of emigrants. For instance, we can anticipate that the 
more emigrants a country has, the more likely it is to 
receive remittances and respond to a change in the 
ease of sending remittances.

RESULTS AND DISCUSSION

Descriptive Results

To test whether mobile money adoption had an effect 
on the flow of international remittances, average 
annual remittances between countries that received 
access to international remittance mobile money 
technology at some point before the end of my sam-
ple period, are compared to those that did not. From 
1970 to 2000, countries that got access to the tech-
nology (treatment) and those that did not (control) 
appear to have had near parallel co-movement in 
average annual remittances. Following the turn of the 
21st century, treatment countries appear to have had 
a larger increase in average remittances per year than 
control countries. This coincides with the timing of 
the first mobile money firm launched in the Philip-
pines in 2001. After 2001, countries that adopted the 
technology had higher growth in remittance inflows 
on average than those that did not.

To test the validity of the assertion on the co-move-
ment in remittances between countries that adopted 
the technology and those that did not, variable time 
zero, which is equal to the year in which the country 
adopted the technology, is generated. Two lag and two 
lead variables are then constructed around timezero 
and correspond to 4 years or more than 4 years before 
and after the technology switched on. Because of the 

lag periods, every country that had not adopted the 
technology before 2011, the median year of adoption, 
is assigned to the control group. 

 A t-test is then performed on the difference between 
the average remittances inflows in treatment rela-
tive to control countries by the lead and lags periods 
around timezero. Figure 3 plots these trends to illus-
trate whether treatment countries were different than 
control countries in the average remittances received 
before and after the treatment countries gained access 
to the technology.

Figure 3 demonstrates that treatment and control 
countries were not different before the treatment, 
but are significantly different after, when more than 4 
years had passed since the technology became avail-
able. 

Empirical Results

A regression analysis was used to examine whether 
these patterns remain once important confounding 
factors are controlled for. Table 1 presents estimates 
of equation 1. Column 1 does not include a control 
for country wealth, whereas column 2 does. With and 
without this control, the study finds that a country 
adopting the mobile money international remittance 
technology leads to an approximate $54 USD increase 
in remittance per capita. Moreover, the analysis shows 
that a 1% increase in emigrants per capita leads to an 
increase of remittance per capita by between $69 and 
$75. Not surprisingly, countries that do not have any 
emigrants living abroad receive no remittance inflows 
when the technology is introduced, as indicated by 
the coefficients on Treatment which are statistical-
ly indistinguishable from zero. Consistent with the 

Figure 2 Average annual remittance inflows by mobile technology 
adopters (treatment) and non-adopters (control), 1970-2016

Trends in Remittance Inflows
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literature, this study also finds that a GDP per capita 
increase of 1% leads to a $55 increase in remittances 
per capita (Das et al., 2011).

Table 2 reports results of the estimated effects of mo-
bile money technology on remittance inflows among 
countries which have an above-median emigrant pop-
ulation. This coefficient gives the partial effect of the 
technology conditional on having above median emi-
grants. The technology increases remittance by about 
$73 per person and that countries with above-median 
emigrant population and no technology still receive 
between $15 and $17 per person. Surprisingly, evi-
dence is found that countries without emigrants lose 
about $57 to $60 in remittances per person when the 
technology is introduced.1 Increases in GDP per cap-
ita still lead to increased remittance inflows of about 
$51 per person.

Table 3 breaks the main estimation equation by 
regions.2 The technology has positive and significant 
effects in three regions, as defined by the World Bank. 
In East Asia and the Pacific, the technology increases 
remittances by about $70 per person after it has been 
adopted, which doubles in South Asia to about $157 
and more than triples in Europe and Central Asia to 
about $521. In contrast, there are no significant effects 
of the technology in Latin America and the Caribbe-
1 Speculatively, this could be because the technology facilitates increased produc-
tion or internal transfers so these countries substitute away from international 
remittances. 
2 Regional classification used are from the World Bank’s Country and Lending 
Groups, https://datahelpdesk.worldbank.org/knowledgebase/articles/906519.

an, the Middle East and North Africa, or in Sub-Sa-
haran Africa. There is also evidence that migrants 
from these regions face obstacles moving north or to 
regions of higher remittance outflow. Baldwin-Ed-
wards (2006) for instance, finds that Europe welcomes 
skilled migrants and rejects asylum seekers who are a 
disproportionate representation of these three regions 
where the correlation between the technology and 
remittances is not significant.

Given that Asia, Europe, and the Pacific traditional-
ly have had larger emigrant populations, represent 
significant portions of remittance inflows, and are 
rapidly growing or developed, it is assumed that each 
country in this region had an equal opportunity to 
adopt the technology, and therefore proceed to esti-
mate the reduced-form equation without interacting 
the treatment with the stock of emigrants, thereby 
estimating a “Quasi-Intention To Treat Effect.” Table 
4 presents the QITTE estimates for Asia and Europe. 
Looking at these regions, treatment increases remit-
tances per capita by between $ 55 in South Asia to 
$87 in Central Asia and Europe, though this is weakly 
significant.

Visualizing The Results and Explaining The 
Africa Story

Figure 4 presents the results of the marginal effects 
of emigrants on remittance inflows.  It shows that 
countries that have an emigrant per capita ratio below 
10%3 do not differ, on average, from countries with or 
without the technology. However, after a country has 
had about 15% of its citizen emigrate, then countries 
with the technology have higher remittance inflows 
per capita, on average. Of the countries that adopt-
ed the technology and had less than 15% emigrant 
stocks, about 52% are in Africa,4 11% are in Latin 
America and the Caribbean5, and about 7% in are 
in the Middle East and North Africa6. This provides 
suggestive evidence as to why the technology did not 
have any effect on international remittance inflows 
to these reasons. African countries in this sample do 
not cross this threshold and so they are isolated and 
analyzed on their own.

Figure 5 plots the coefficients for each country in 

3 See Meijering (2002) for details on interpolation methods. 	
4 Only Burkina Faso and the Democratic Republic of the Congo had more than 
15% emigrants and had adopted the mobile money technology.
5 El Salvador and Jamaica.
6  Morocco, Qatar and Tunisia.

Figure 3: Average differences in remittance inflows of treatment 
and control group, by time period. 
Note: -1 and -2 represent 4 and more than 4 years before the 
technology was adopted, respectively. Conversely, 1 and 2 rep-
resent 4 and more than 4 years after the technology was adopted.

0

Differences in Remittances Between Treatment and 
Control Before and After Treatment
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Africa that adopted the technology. Estimating the 
effect of the treatment on the treated African coun-
tries, we see that the technology has no significant 
effect on average. However, by estimating a slope for 
each country, we see that the technology does have a 
significant and positive effect on 3 of the 18 countries 
in the sample: Lesotho, Nigeria and Senegal. While 
African countries have been at the forefront of mobile 
technology adoption, this finding provides suggestive 
evidence that the technology has not been significant-
ly effective in enhancing cross-border capital trans-
fers. This is consistent with much of the evidence in 
the literature being focused on intra-country mobility 
of cash and financial inclusion (see Aker and Mbiti, 
2010; Asongu, 2013. 

CONCLUSION 

This study used data the GSMA, the World Bank and 
the United Nations Population Division to estimate 
the impact of mobile money international remittance 
technology on remittance inflows. Using a two-way 
fixed effects model, the study finds that adopting this 
technology is associated with an increase in remit-
tances per capita of about $55 conditional on average 
stock of emigrants and income. This relationship 
is dominated by European, Asia and Pacific coun-
tries which have higher average stocks of emigrants. 
Though the bulk of mobile money firms are present in 
Latin America, the Caribbean and South Asia, coun-
tries in these regions do not see increased remittances 
per capita when they adopt the technology. This could 
suggest that firms are entering these markets with 
anticipation of maximizing profits from intra-country 
capital transfers rather than international remittance 
transfers. 

These findings have important implications for firms 
and public policy. South to North migration appears 
to be the main driver of remittances, as suggested 
by results indicating positive effects in regions that 
form the bulk supply of South-North migration and 
North-North migration; Asia and Europe respec-
tively. Similarly, mobile money firms have not seen 
increases from international remittances in countries 
with higher numbers of south to south emigrants, 
notably in Sub-Saharan Africa (Shimeles, 2018) and 
Latin America (International Labour Organization, 
2016). This may suggest that making transfers out 
of developing countries easier (safer, less expensive) 
may be important for countries in these regions to see 

increases in international remittances facilitated by 
technology.

These findings are subject to important limitations 
that may be addressable as more data becomes avail-
able. Specifically, since the stock of emigrants are in-
terpolated, we cannot be sure if the results would hold 
had the real stock of emigrants been used. To further 
understand the relationships presented in this paper, 
a next step would involve studying these relationships 
on a dyadic structure, with high frequency data and 
measures for the supply side of mobile money tech-
nology. More generally, despite the evidence that the 
control and treatment countries appear similar before 
treatment, mobile money technology is not randomly 
assigned and there may be important unobservable 
variables related both to whether or not a country gets 
access to the technology and its international remit-
tances that are biasing my estimates. These findings 
should therefore be interpreted as robust correlations 
rather than causal effects.
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Table 1: Main Results
(1) (2)

Remittance Per 
Capita

Remittance Per 
Capita

Treatment*Emigrant 
Stock 54.06*** 54.60***

(9.250) (8.985)
Emigrant Stock 74.70*** 69.18***

(9.740) (9.624)
Treatment -8.039 -5.040

(11.83) (11.01)
Log GDP Per Capita 54.93*** 

(16.21)
Constant -228.1*** -610.1***

(21.07) (114.0)
Observations 3,063 3,007
R-squared 0.988 0.986
Time FE Yes Yes
Receiver FE Yes Yes

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 2: Main Results using a dummy for whether a coun-
try has above or below median emigrants per capita

(1) (2)
Remittance Per 
Capita

Remittance Per 
Capita

Treatment*Median 
Emigrant Stock 72.77*** 72.89***

(10.75) (10.64)
Median 14.84** 17.27**

(6.826) (7.062)
Treatment -59.99*** -56.61***

(6.052) (5.537)
Log GDP Per Capita 51.70*** 

(12.93)
Constant -145.8*** -510.8***

(13.89) (91.77)
Observations 4,135 4,011
R-squared 0.986 0.984
Time FE Yes Yes
Receiver FE Yes Yes

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 3: Regional effects of the technology on remittances
(1) (2) (3) (4) (5) (6)

East Asia & 
Pacific

LAC & Carib-
bean

Europe & C 
Asia

ME & N 
Africa

S Asia SSA

Treatment*Emigrant 
Stock 69.70*** -45.57 520.9*** -59.53 157.7*** -6.442

(19.32) (42.51) (133.2) (44.36) (20.34) (4.874)
Emigrant Stock 17.04 -15.28 247.0*** -73.70* 23.66* -13.19**

(34.25) (15.75) (38.09) (43.97) (12.17) (5.729)
Treatment 55.33*** 11.86 -599.8*** -25.76 115.9*** -12.74

(17.75) (18.17) (176.6) (22.03) (12.91) (8.277)
Log GDP Per Capita -21.19 -204.2*** 77.52*** 337.9*** -46.41*** -26.99***

(22.98) (52.69) (28.02) (69.46) (13.42) (9.781)

Constant 264.5 1,809*** -792.6*** -3,123*** -5.203 192.8**
(260.9) (487.5) (229.3) (641.7) (87.26) (78.99)

Observations 391 555 924 260 141 716
R-squared 0.843 0.788 0.898 0.925 0.919 0.829
Time FE Yes Yes Yes Yes Yes Yes
Receiver FE Yes Yes Yes Yes Yes Yes

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

APPENDIX
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Table 4: Quasi Intention To Treat Estimates for Asia
(1) (2) (3)

East Asia & 
Pacific

Europe & C 
Asia

S Asia

Treatment 65.27*** 86.68* 54.98***
(21.98) (47.42) (8.482)

Log Stock of Emigrants 18.91 233.6*** 34.26**
(38.00) (37.62) (17.17)

Log GDP Per Capita -62.22** 84.54*** -17.01
(24.51) (27.94) (11.49)

Constant 730.6** -193.7 94.45
(352.3) (260.6) (85.66)

Observations 391 924 141
R-squared 0.823 0.897 0.836
Time FE Yes Yes Yes
Receiver FE Yes Yes Yes

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Figure 5: Coefficient plot of predicted margins for remittance inflow for African 
countries, useing treatment on the treated estimate 
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Table 5: Summary statistics of key variables by region

Region variable N mean sd min max cv

East Asia & Pacific Remittance Inflow 659 2589.45 8055.94 0.28 63937.65 3.11
Remittance Inflow Per 
Capita

629 221.29 510.87 0.01 2899.37 2.31

Stock of Emigrants 587 944825 1741259 999 9930000 1.84
Emigrants Per Capita 567 0.19 0.29 0.00 1.11 1.50
GDP Per Capita 807 16394.79 22239.05 728.03 135319 1.36

Europe & Central Asia Remittance Inflow 1155 2237.32 3322.50 0.03 25351 1.49
Remittance Inflow Per 
Capita

1106 237.85 387.91 0.01 3420 1.63

Stock of Emigrants 1287 1027820 1220827 9999 5962000 1.19
Emigrants Per Capita 1242 0.13 0.11 0.02 0.81 0.82
GDP Per Capita 1284 24007 18025 1043 97864 0.75

Latin America & Caribbe-
an Remittance Inflow 862 1260 3402 0.01 30534 2.70

Remittance Inflow Per 
Capita

829 173.18 222.49 0.00 1982 1.28

Stock of Emigrants 672 928546 1935923 10000 12500000 2.08
Emigrants Per Capita 648 0.18 0.21 0.00 0.98 1.17
GDP Per Capita 886 11745.75 7003.50 1502.03 49903 0.60

Middle East & North 
Africa Remittance Inflow 421 1823 2846 2.61 19570 1.56

Remittance Inflow Per 
Capita

403 163.63 280.84 0.11 1809 1.72

Stock of Emigrants 392 542130 705020 9999 2850000 1.30
Emigrants Per Capita 375 0.07 0.07 0.00 0.31 0.98
GDP Per Capita 504 26954.56 29515.16 2130.00 12930 1.09

North America Remittance Inflow 53 2897.62 2049.95 912.16 6613 0.71
Remittance Inflow Per 
Capita

50 4452.99 8461.55 4.69 22348 1.90

Stock of Emigrants 56 593679 576384 10000.00 1314000 0.97
Emigrants Per Capita 54 0.23 0.29 0.04 1.18 1.23
GDP Per Capita 78 44280.79 7691.87 30115.28 60675.98 0.17

South Asia Remittance Inflow 187 7211.16 14466.56 1.30 70389 2.01
Remittance Inflow Per 
Capita

179 48 67.82 2.02 342.28 1.42

Stock of Emigrants 196 3906816 3797317 9999 16500000 0.97
Emigrants Per Capita 189 0.08 0.09 0.01 0.55 1.18
GDP Per Capita 193 4123 3101 1062 14232 0.75

Sub-Saharan Africa Remittance Inflow 922 492.34 2314.42 0.01 22344.54 4.70
Remittance Inflow Per 
Capita

886 40.21 70.60 0.00 409.07 1.76

Stock of Emigrants 980 392513.30 359058.70 9999.00 2220000.00 0.91
Emigrants Per Capita 940 0.05 0.05 0.00 0.43 0.98
GDP Per Capita 1189 3916.13 5424.23 247.44 40015.82 1.39
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INTRODUCTION

On August 25, 2017, the Arakan Rohingya 
Salvation Army (ARSA) executed an attack 

against 30 police stations and outposts in Rakhine 
State, Burma.12 These attacks continued to escalate 
through August 31st, triggering a brutal, scorched 
earth response by the government. Starting on August 
26th, the Burmese military initiated a counter-at-
tack on villages in the Maungdaw, Buthidaung, and 
Rathedaung townships in Rakhine State.3 At least 232 
villages, mostly Muslim-majority populations, were 
burnt to the ground in the span of two months, which 

1 Editorial Note: In keeping with current United States government naming 
conventions, we have opted to use Burma rather than Myanmar, unless directly 
quoting or referencing works that use ‘Myanmar’. No position on the ‘correct’ 
name is implied.
2 Bhaumik, Subir. “Myanmar has a new insurgency to worry about.” South China 
Morning Post. (2017)
3 Mizzima. “Think tank releases data on villages burnt in Rakhine State.” 

was later characterized by the United Nations High 
Commissioner for Human Rights as “brutal” and a 
“textbook example of ethnic cleansing”.45

This paper analyzes the correlation between the subna-
tional Rakhine State government’s inaccessibility and 
its counter-insurgency strategy. The state government 
may have pursued this strategy because it lacked the 
capacity to identify and discretely target insurgents 
who took advantage of their ability to blend in with ci-
vilian populations in the Rohingya dominated villages 
and camouflage provided by the dense forests of the 
area. 

The research question motivating this paper is two-
fold: 1. Why did government counterinsurgent forces 
target villages in the townships closest to the border 
4 Ibid.,
5 Cumming-Bruce, Nick. “Rohingya Crisis in Myanmar is ‘Ethnic Cleansing,’ U.N. 
Rights Chief Says” (2017).

Governments that do not have a sufficient institutional presence in remote areas are more like-
ly to suffer from challenges to their authority from those regions. Insurgents thrive in areas 

where government reach and law enforcement are weak. They are also advantaged if the region 
they operate in is characterized with dense forest cover or is close to an international border. 

Using Geographic Information Systems (GIS) and remote sensing to measure areas and distances 
and calculate topographic characteristics, this paper will test the hypothesis that as government 
inaccessibility increases, the likelihood that a village is attacked with a brutal counter-insurgency 
strategy increases. Analysis is based on the recent attacks instigated by the Burmese in the Rakh-
ine State against Rohingya-dominant villages.

GOVERNMENT INACCESSIBILITY AND 
COUNTERINSURGENCY: A SPATIAL 
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by governments when the insurgents are supported by 
the population (i.e. insurgents are indistinguishable 
from civilians in villages), allowing them to hide from 
government forces.9 Building on these theories, this 
paper tests the proposition that inaccessibility might 
be correlated with the government’s counterinsurgency 
strategy.

BACKGROUND 

After achieving independence from the British in 1948, 
Burma faced an ethnically and religiously fraction-
alized country without outside support,10 and it also 
had to contend with groups seeking independence and 
autonomy. The majority-Muslim Rohingya minori-
ty ethnic group, for instance, sought greater political 
representation and more autonomy after they had been 
deprived of citizenship and identification documents 
by the newly independent Burmese state.11 They were 
confined to Rakhine state and suffered from strict rules 
and policies that limited their mobility.12 In that region 
the insurgent group, Arakan Rohingya Salvation Army 
(ARSA), quickly gained power and capitalized on the 
dense forests and mountainous areas in Rakhine State 
9 Valentino et al (2004) ““Draining the Sea”: Mass Killing and Guerrilla Warfare.” 
p.375
10 Fearon and Laitin (2007), “Random Narratives, Burma”, p. 2
11 Engy Abdelkader Rutgers University. “The history of the persecution of Myan-
mar’s Rohingya.”
12 Ibid.,  

with Bangladesh and not others that are in the Rohing-
ya-dominated areas? And 2. Is this decision related to 
the inaccessibility of government in that region, espe-
cially since they could have targeted Rohingya-dom-
inated villages closer to the capital and not those 
surrounded by forests, mountains, or in rural areas? 

CONCEPTUAL FRAMEWORK

State capacity and insurgency theories stress the im-
portance of government institutions in preventing reb-
el groups from mobilizing. Fearon and Laitin (2003) 
argue that governments that are institutionally and po-
litically weak are more prone to civil conflict, as their 
weakness fosters the right conditions for insurgencies 
to thrive.6 Other theories of insurgency, including 
that of Tajima (2012), argue that governmental reach 
allows for better policing in remote regions, thereby 
preventing outbreaks of communal violence.7 Tajima 
further argues that the presence of security outposts in 
remote regions helps manage communities that might 
otherwise be violent.8 Regarding counter-insurgency 
strategies brought about by inaccessibility, Valentino et 
al’s (2004) theory on mass killing and guerilla warfare 
explains the use of mass killing as a strategy applied 
6Fearon, James D., and David D. Laitin. “Ethnicity, Insurgency, and Civil War.” 
(2003). P.75
7Tajima, Yuhki (2012). “The Institutional Basis of Intercommunal Order” 
8 Ibid., p.106

Figure 1 Damaged Areas in Rakhine State
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to sustain its rebellion for decades.13 This paper will fo-
cus on Rakhine State, and the region within dominated 
by the Rohingya. 

METHODS

This paper tests several hypotheses to assess the theo-
ry of whether the Burmese government’s institutional 
presence in Rakhine State is correlated with the likeli-
hood of increased insurgency or local conflict:

Hypothesis 1: Physical proximity to an internation-
al border increases the likelihood of insurgency 
against the government.

Hypothesis 2:  Physical inaccessibility of the gov-
ernment to the Rakhine State due to a dense forest 
cover and mountainous terrain increases the likeli-
hood of insurgency against the government.

Hypothesis 3: Socioeconomic inaccessibility of 
government institutions increases the likelihood of 
insurgency against the government.

Table 1: Operationalization of Variables 

Dimension Operationalization
Physical Distance Distance to Interna-

tional Border (km)
Physical Inacces-
sibility  

Dense Forest Cover 
(%) 

Elevation Levels 

Road and Railway 
Access (binary)

Socioeconomic 
inaccessibility  

Urban Areas (Binary) 

DATA ASSEMBLY & RESEARCH DESIGN 

First, to limit the analysis to the Rohingya-dominated 
areas in Rakhine State and understand why some vil-
lages were targeted for government counterinsurgency 
actions but not others, the GeoEPR dataset (Wucherp-
fennig et al. 2011) was used to provide a spatial distri-
bution of ethnic groups in Burma since 1946; though it 
should be noted that this source only maps the ethnic 
groups that face discrimination in the State.14 This 
was used to create an extent for the study to resemble 
Rohingya-dominated areas.
13Fearon and Laitin (2007), Random Narratives p.2
14 Andreas Forø Tollefsen, Halvard Buhaug; Insurgency and Inaccessibility, p.9 

The unit of analysis is a point layer. To study the dam-
aged zones burned by the Burmese military between 
August and November 2017, satellite-imagery from 
UNITAR was used. This dataset maps the destruction 
zones after the military attack on Rakhine State on 
August 25, 2017.15 The dataset maps the satellite-de-
tected fires from August 25, 2017 through November 
20, 2017 in several villages in Rakhine State,16 as well as 
the villages destroyed.  in 1862.  These destroyed areas 
were converted into points by using the Feature to 
Point tool in ArcMap 10.5.1.  These points are the unit 
of analysis and the dependent variable. Three kilome-
ter buffers were created around these points to gain a 
better understanding of the surrounding areas.

To determine why the government attacked only these 
1,862 points in the Rohingya-dominated area, 3,000 
random points were generated in ArcMap to establish 
variation for the regression analysis. These 3,000 points 
were constrained to the Rohingya-dominance shape-
file; 1,862 random points and their three-kilometer 
buffers that did not overlap with the three-kilometer 
buffers around the damaged points were selected from 
the 3,000 randomly generated points to serve as the 
comparison with the points that were attacked. A field 
was added to each attribute table in ArcMap to create 
a binary value of whether the point was damaged or 
not (damaged points were assigned a ‘1’ and random 
points were assigned a ‘0’). Finally, the two tables 
were merged based on the unique identifier and were 
exported into Google Earth Engine for further remote 
sensing analysis. 

After importing a merged file for the points, three of 
the four independent variables were calculated. First, 
the forest cover characteristics of each point was cal-
culated using the Hansen Global Forest Change v1.3 
(2000-2015) database in Google Earth Engine Coder.17 
Only the band ‘treecover2000’, which represents tree 
cover in the year 2000 defined as canopy closure for 
all vegetation taller than five meters, was selected as it 
explains the presence of forest cover in this database. 
A function was used with the reducer sum to calcu-
late the percentage of forest cover in each point of the 
feature collection imported from ArcMap. The results 
were exported as a table to Google Drive and then 
imported into Stata for regression analysis. 

15 “Destroyed areas in Buthidaung, Maungdaw, and Rathedaung Townships of 
Rakhine State in Myanmar.” UNITAR.
16 “MIMU.” Rakhine | MIMU. 
17 Hansen, M. C.,et al.. 2013. “High-Resolution Global Maps of 21st-Century 
Forest Cover Change.” Science 342 (15 November): 850–53.
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Stata for regression analysis.

Finally, the fourth independent variable is the distance 
between each point, damaged or random, and the clos-
est point in Bangladesh, which was selected in ArcMap 
using the Polygon to Feature Tool. The Point Distance 
Tool was also used to generate a table of distances 
from each point. These were then added to the merged 
points attribute table to be exported to Stata for further 
regression analysis. 

After the five independent and dependent variables 
were combined in the merged buffer attribute table, the 
table was imported into Stata and a regression was con-
ducted to test whether the likelihood of a village being 
damaged increased when it was located beneath a 
dense forest cover, at a higher elevation level, in a rural 
area, and proximate to the Burma-Bangladesh border. 

RESULTS 

Table 2: Regression Results

Damaged Points 
(binary)

Forest Cover (%) -0.00420***

(-27.35)
Elevation (meters) -0.0000890***

(-4.79)
Urban Area (Binary) -0.291***

(-22.61)
Distance to Bangladesh 
(km)

0.556***

(56.45)
Constant 0.250***

(18.45)
Number of Observations 3724
t statistics in parentheses

* p < 0.05, ** p < 0.01, *** p 
< 0.001

The table above shows the regression results from 
Stata. The dependent variable, Damaged Points, was 
regressed on forest cover, elevation levels, urban area 
presence, and distance to Bangladesh. 

As seen in Table 2, all the coefficients are statistical-
ly significant at a 99 percent confidence level, which 
demonstrates that there is a significant correlation be-

Figure 2 shows the dense forest cover that separates 
Rakhine and specifically the areas that are Rohingya 
dominated from the rest of the country. 

Second, for the elevation, the SRTM Digital Elevation 
Data 30-m database was used.18 It has one band with 
values on elevation that range between -10 to 6,500 
meters. To calculate the elevation levels in each of the 
points, a function was used with the reducer of sum on 
the feature collection that was imported from ArcMap. 
This function applied the calculation of elevation levels 
on every value in the feature collection and the results 
were then exported as a table to be used in Stata for 
regression analysis.

Third, is the presence of urban areas in the damaged 
regions. The Land Cover Type Yearly Global 500-m 
image collection was imported and only Land Cover 
Type 2, number 13, which resembles urban areas, was 
selected. Then, a sum reducer function was used on the 
feature collection of the merged points that were im-
ported from ArcMap. This function calculated urban 
area presence for every point in the feature collection. 
The results were then exported as a table to be used in 
18Farr, T.G., et al 2007, The shuttle radar topography mission

Figure 2: Map of Forest Cover in Rakhine State 
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tween these inaccessibility measures and the likelihood 
that a village was damaged by government counterin-
surgency attacks in a Rohingya-dominant area. 

As the extent of forest cover increases by 1 percent, 
the likelihood that a point is damaged decreases 
by 0.00420 units, keeping in mind that the analysis 
was constrained to points and does not include the 
three-kilometer buffer zones. This negative correla-
tion implies that every point with forest cover did not 
experience government-led counter-insurgency at-
tacks, although this does not refer to the villages that 
lie behind these forest-covered areas. Moreover, the 
results show that as the level of elevation increases by 
10,000 meters, the likelihood that a village is damaged 
decreases by 0.89 units. This also indicates that the 
villages that are located behind these elevated areas 
were likely attacked and not the mountainous areas 
themselves. This is further confirmed by the next two 
variables which show positive correlations with brutal 
counter-insurgency tactics. 

For instance, the urban area variable showed that the 
likelihood that a village was damaged decreased when 
the area was urban. This is useful because it illuminates 
the fact that the Rohingya-dominated area, which is 
mostly rural, had a greater chance of experiencing a 
brutal counter-insurgency campaign. Finally, as prox-
imity to the Bangladesh border increased, the like-
lihood that a village was damaged also increased by 
0.556 units, which is statistically significant at the 99.9 
percent confidence level. When all other variables are 
not present, the likelihood that a village was damaged 
increases by 0.25 units. 

As the results of the regression demonstrate, not only is 
there a correlation between the accessibility of the gov-
ernment and the counter-insurgency attacks, but that 
there is also a positive correlation between distance to 
an international border and urban areas and the likeli-
hood that a village was damaged. These variables also 
help predict where the counter-insurgency efforts were 
likely to occur in inaccessible regions. Since the analy-
sis was constrained to points and not buffer zones, the 
results indirectly demonstrate that counter-insurgency 
tactics occur in areas under dense forest cover and 
high elevation terrain. This is supported by the urban 
and the international border results which showed that 
the areas that were attacked by government forces were 
not urban, were located in forests, mountains, and 
were proximate to the Bangladesh border. 

To better explain the elevation results, the charts above 
show that the immediate points of damaged areas 
do not have high elevation levels. However, when all 
the random points are taken into consideration, the 
elevation rises significantly. This means that the dam-
aged areas are located in mountainous terrains, a factor 
that influenced government inaccessibility, but was not 
accurately captured in the regression. 

Moreover, these results show that there are many 
unobserved variables that come into play. There are 
various explanations for the scorched earth tactic that 
the government chose to take, and these variables may 
be merely a small factor in influencing the military’s 
counter-insurgency tactics.

INFASTRUCTURE & ISOLATION

This section analyzes additional information and spa-
tial data on the Rakhine state and its infrastructure. 

According to a UNDP report from 2015, the Rakhine 
State has severe infrastructure shortages including 
lack of access to roads, railways, electricity, healthcare, 
education, and policing.19 This is due to several factors, 
including the different ethnicities, presence of insur-
gent groups, and sporadic clashes with the military. 20 
To illustrate the region’s lack of access to the rest of the 
country, data from the Myanmar Information Manage-
ment Unit was used to visualize the roads and railway 
networks to Rakhine State.21 The roads and railways 
were converted into rasters using the Polyline to Raster 
Tool. 

Figure 5 illustrates the physical inaccessibility to the 
19 “The State of Local Governance: Trends in Rakhine.” UNDP in Myanmar. 2015.
20 Ibid., 
21 “MIMU” Rakhine | MIMU.

Figure 3: Elevation of Damaged Points

Figure 4: Elevation of Random and Damaged Points
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government through the presence of roads or railways. 
As can be seen from the map, there are no railways that 
connect the northern Rakhine State which experienced 
the majority of the violence in August-November 2017, 
to the rest of the country. Concurrently, only three ma-
jor (primary) roads connect the whole Rakhine State 
to the rest of the country; all other roads are secondary 
or tertiary. 

The effect of the lack of roads on provision of other 
services such as healthcare, education, and policing are 
exacerbated by the remoteness of the northern region 
of Rakhine State from the capital. To visualize this, the 
Euclidean distance raster was used to measure the dis-
tance between Rakhine  State and the capital Nay Pyi 
Taw. The Euclidean distance to the capital was calculat-
ed with cell size of 5,000 and was masked to Burma. 

 Figure 6 shows the distance of Rakhine State from the 
capital. Focusing on the areas dominated by the Ro-
hingya, the map shows that the lack of basic services 
and transportation is exacerbated by the remoteness of 
the region from the main institutions of the country.  

DISCUSSION & LIMITATIONS

The hypothesis presented in this paper encounters 

Figure 5: Map of Road and Railways in Rakhine State Figure 6: Map of Euclidean Distance from Rakhine to 
the Capital 

many challenges that must be overcome in future 
research. First, the issue of spatial dependence is 
important to consider in order to avoid inaccurate 
results. If this analysis were expanded, adding buffers 
to each point under study would give more accurate 
results regarding each point’s surroundings and how 
those surroundings influence incidents of violence. To 
achieve this, a geographically weighted regression can 
be implemented to account for any auto-correlation. In 
addition, future research should consider measuring 
cost distance to the capital through roads and even the 
time needed to reach the capital or other governmental 
institutions. Finally, nightlights, proxying for economic 
activity, can be used as controls. 

Many more underlying and unobservable variables 
must be taken into consideration when analyzing this 
specific incident. The government’s ethnic cleansing 
campaign is the result of many more political and 
historical factors than just accessibility. However, as 
stated earlier, the low accessibility to Rakhine might 
have been a significant driver of this strategy of count-
er-insurgency due to informational asymmetries on the 
government’s side.  
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CONCLUSION & FURTHER RESEARCH

After testing the three hypotheses that impact the 
likelihood of a counter-insurgency attack in remote 
regions, this paper can conclude that the presence of 
physical barriers such as forest cover, mountainous ter-
rain, and proximity to an international border all con-
tribute to government inaccessibility to these regions. 
This paper determines that some of these measures of 
inaccessibility increase the likelihood of a counter-in-
surgency attack against remote places. 

Future research can further explore if the insurgent 
group ARSA benefited from the various safe havens 
discussed and the government’s inaccessibility to 
Rakhine to mobilize and operate. The ARSA in Rakh-
ine were able to operate freely in the mountains and 
forests, which allowed them to work on their insurgen-
cy tactics and to recruit and train. The government’s 
decision to burn villages in northern Rakhine on 
August 25, 2017 can be explained by the government’s 
attempt to reach locations that served as safe havens 
for the ARSA group. 

Finally, the paper supports the conclusion that as gov-
ernment inaccessibility increases, the likelihood that a 
government uses a brutal counter-insurgency strategy 
increases. This can possibly be due to the information 
asymmetry of the state in that region and the inaccessi-
bility of the government. 
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